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Motivation

I lack of separate-and-conquer based rule learning algorithms for regression
I simple and elegant technique
I generation of simple rules that are interpretable
I heuristics for regression are rare and hard to define
I but: heuristics for classification are well researched
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Regression by Classification

I adaptation to Regression either by discretizing the numeric outcome and
afterwards use standard classification algorithms

I methods used to discretize: P-CLASS (Weiss and Indurkhya, 1995),
equal-frequency, equal-width

I problem: number of classes has to be known in advance
I or by adapting the separate-and-conquer technique to Regression tasks

I idea in this work: dynamically label examples as positive and negative ones
I examples that are predicted well are labelled as positives
I examples with a higher error are labelled as negatives

I advantage: classification heuristics can be re-used (they depend on a notion of
positive and negative examples)
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Description of the algorithm

I we integrated the dynamic reduction in a classification rule learner that is
based on the separate-and-conquer strategy

I the learned rules should predict a single value (not a linear model)
I a decision list was used for classification (i.e., only one rule is used for

prediction)
I the rule set has to cover at least 90% of the examples

I this value was found in a previous work (Janssen and Fürnkranz, 2010b) and was
a good choice there

I the static reduction to classification was used for comparison
1. discretize the class variable (equal-frequency)
2. use the classification-version of the rule learner on the discretized data
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Dynamic Reduction to Classification
Computation of covered positive/negatives

I the reduction is implemented with a threshold tr
I to compute tr we used the standard deviation (σ) and also tried to sligthly

increase or decrease it (by setting factor = 0.95 and factor = 1.05)
I for each refinement compute the standard deviation and label the covered

examples as positive/negative

tr = factor · σr

class(x) =

{
positive if |y − yr | ≤ tr
negative if |y − yr | > tr

where x is the current example, y is the true value of the
example x , and yr is the value predicted by rule r.

negative
|y − yr | > tr

negative
|y − yr | > tr

positive
|y − yr | ≤ tr|y − yr | = 0
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Dynamic Reduction to Classification
Computation of total positive/negatives

I some heuristics also need the total statistics of the dataset, i.e., the total
positive/negative examples

I to compute them, the same mechanism as above was used

Pr =
m∑

i=1

1(|yi − yr | ≤ tr ), Nr = m − Pr

where m = number of examples, and 1(.) is the indicator function.
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Experimental Setup
Heuristics

I we selected 4 different heuristics with different preferences
I laplace (lap) = p+1

p+n+2 known to overfit

I weighted relative accuracy (wra) = p
P −

n
N known to underfit

I correlation (corr) = p·N−n·P√
P·N·(p+n)·(P−p+N−n) stable heuristic (cf. (Janssen and Fürnkranz, 2010a))

I relative cost (rcm) = c · p
P − (1− c) · n

N with parameter c = 0.342

where p and n are the covered postive/negative examples and P and N are the
total positive/negative examples
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Experimental Setup
Algorithm and Dataset Setup

Algorithm Setup
I Other Rule-based regression algorithms

I M5RULES (Holmes et al., 1999) in default mode and with prediction of single
value (-R)

I REGENDER (Dembczyński et al., 2008), in default configuration (50 rules), and
in setting recommended by the authors (200 rules, different loss function, and
different optimization technique)

I Other standard regression algorithms
I LINEAR REGRESSION, MULTILAYER PERCEPTRON, and SVMREG

I Static reduction to classification
I bagged versions of our algorithm (in order to reduce its restriction to

piecewise constant predictions)
Dataset Setup

I for comparison 16 datasets from UCI Repository and Luís Torgos website
were used
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Results
Dynamic vs. Static Regression by Classification

Dynamic Regression by Classification
factor heuristic rrmse rank # rules # conds
0.95 wra 0.752 8.63 15.06 38.31
0.95 lap 0.784 11.19 11.25 13.88
0.95 corr 0.726 6.50 10.13 24.63
0.95 rcm 0.780 9.81 19.06 34.25
1.00 wra 0.764 10.06 17.06 47.81
1.00 lap 0.774 10.63 10.19 12.50
1.00 corr 0.753 8.38 9.25 22.06
1.00 rcm 0.767 9.50 19.06 35.75
1.05 wra 0.780 13.13 13.19 34.19
1.05 lap 0.772 10.19 9.69 11.81
1.05 corr 0.796 12.88 10.25 33.31
1.05 rcm 0.775 9.75 19.44 37.56

Static Regression by Classification
# classes heuristic rrmse rank # rules # conds

5 wra 0.883 18.25 5.63 20.75
5 lap 0.857 14.75 84.56 197.44
5 corr 0.844 15.13 28.06 84.00
5 rcm 0.852 16.63 22.88 68.00

10 wra 0.930 18.69 6.06 23.13
10 lap 0.872 17.00 138.44 339.25
10 corr 0.864 15.88 49.31 167.25
10 rcm 0.901 17.94 20.75 67.31
20 wra 0.965 20.81 10.06 36.56
20 lap 0.872 18.06 177.44 423.63
20 corr 0.862 17.81 95.13 295.00
20 rcm 0.928 19.13 33.19 102.13

I Dynamic Regression outperforms Static Regression significantly (best setting
outperforms all but two static approaches with p = 0.1)

I correlation with a factor of 0.95 is the best choice
I preferences of the heurstics known from classification do not carry over to the

dynamic approach, i.e., wra learns more rules than laplace
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Results
Comparison with other algorithms I

algorithm rrmse rank # rules # conds
Dynamic Approach with correlation and 0.95 · σ 0.726 7.06 10.13 24.63
Bagged (10 iterations) 0.671 5.88 97.94 245.81
Bagged (20 iterations) 0.659 4.94 186.75 451.25
Bagged (50 iterations) 0.658 4.63 465.88 1146.6
LR 0.651 4.31 — —
MLP 0.746 5.88 — —
SVMreg 0.673 5.19 — —
RegENDER 0.679 4.50 200.00 1163.6
M5Rules 0.604 2.63 2.94 5.38
RegENDER (50) 0.768 — 50.00 190.00
M5Rules -R 0.773 — 6.19 14.94

I bagged versions of the algorithm work comparable to state-of-the-art
algorithms

I Dynamic approach outperforms other comparable algorithms (REGENDER
with 50 rules and M5RULES-R with prediction of a single value)
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Results
Comparison with other algorithms II

I Interpretation of the results by a CD-chart as suggested by (Demšar, 2006)

Figure: Comparison of the algorithms against each other with the Nemenyi test. Groups of
algorithms that are not significantly different (at p = 0.01) are connected.
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Conclusions and Future Work

Conclusions
I Dynamic Reduction to Classification allows to use classification heuristics

directly
I Dynamic Reduction to Classification outperforms the Static Approach (a priori

discretization of class variable)
I Dynamic Approach is en par with other rule-based regression algorithms

Future Work
I Systematic evaluation of the factor that is applied to the standard deviation
I Experiments with the number of examples that remain uncovered
I apply linear models as in M5RULES (it seems that linear models have the

greatest impact)
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