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Myself

Graduated at Knowledge Engineering Group
* _Leader: Prof. Johannes Flrnkranz

= currently around 8 colleagues

» Goals

» acquisition of explicit, formalizable knowledge (e.g. rules, ontologies)

» from sources that contain relevant information in implicit or not directly
accessible form

* Methods
= techniques from machine learning and data mining

» knowledge acquisition by analysis of existing data or text collections,

by interaction with human experts, or by experimentation and
simulation
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Myself
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My interests

» multi-label classification

» human-interpretable machine learning models
= forecasting of epidemiological outbreaks

» automatic text summarization

= computer poker Al

» and many more
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Goals of course
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*You will learn about methods and techniques in Machine
Learning

* the main characteristics

= their internals and functioning

= advantages, disadvantages

*in which (data) situations to employ

* under which circumstances to employ
= Selection of algorithms

* some in details (basic ones)

= for some only an overview

" many many others are not touched
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What this course is not about

* Programming
="Data Science”
* Deep Learning

*any many other aspects which are perhaps touched but there is
no time :(
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Organization

* 8 blocks a 90 minutes
= Lectures, some exercises
* Grading
* Exam of 60 minutes in the 9th block
= Exercises about performing algorithms (no calculator needed)
= Questions on the content
* Grades until next week (?)
= Material
= I will upload it during the course to

https://www.ke.tu-darmstadt.de/staff/eneldo/IW19
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Tentative Schedule
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Tue Wed
8:30-10:007 Introduction Block 4
10:30-12:007 Block 2 Block 5
13:30-15:xx? Block 3 Block 6

+Exercise + Exercise

Thu

Block 7

Block 8

Exam
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Content
(may change)
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* Introduction

* Instance based learning

* Decision tree learning

= Evaluation

* Ensemble learning

* Semi-supervised and unsupervised methods

» EXcursions
* Neural networks
* Text Mining and information retrieval
* Recommender Systems
= Reinforcement learning
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Data Mining - Motivation

"Computers have promised us a fountain of wisdom
but delivered a flood of data.”

"It has been estimated that the amount of
information in the world doubles every 20
months."

(Frawley, Piatetsky-Shapiro, Matheus, 1992)

»160,000,000 terabytes of data have been
generated in 2006"

(Data Consortium)
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World-Wide Data Growth

TECHNISCHE
UNIVERSITAT
DARMSTADT

= Science
= satellite monitoring
* human genome
= CERN
" Business
* OLTP (on-line transaction processing)
* data warehouses
" e-commerce
" |ogistics
* Industry
" process data
* industry 4.0

= World-Wide Web
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Size of the World Wide Web
The Birth of the Web

= ARPANET

= started with 4 nodes
at four universities

= UCLA, UCSB, SRI, Utah
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The early days
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CERN HTTP traffic grows by 1000 between 1991-1994 (image
courtesy W3QC)
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Size of the World Wide Web
The early days
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The number of servers grows from a few hundred to a million
between 1991 and 1997 (image courtesy Nielsen)
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Size of the World Wide Web
Recent development

* Google:
= early 2001: 1,346,966,000 web pages
=11.2.2002: 2,073,418,204
=2004: 4,285,199,774
= 28.4.2005: 8,058,044,651

= Gulli & Signorini (2005)
= estimate the size of the Web to 11.5 billion pages,
* Coverage of search engines

* Google=76.16%, Msn Beta=61.90%, Ask/Teoma=57.62%,
Yahoo!=69.32%

* Hidden Web

= Results from 1998 estimate that the best search engines
index about 30% of the Web
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Size of the World Wide Web
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Definition

Data Mining Is a non-trivial

process of identitying It employs techniques from

* valid machine learning
® novel o

® potentially useful statistics

® ultimately understandable databases

patterns in data.
(Fayyad et al. 1996)

Or maybe:

® Data Mining is torturing your database until it confesses.
(Heikki Manilla (?) after Ronald Coase)
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Knowledge Discovery in
Databases: Key Steps

Key steps in the Knowledge Discovery cycle:
1. Data Cleaning: remove noise and incosistent data
2. Data Integration: combine multiple data sources

3. Data Selection: select the part of the data that are relevant for the
problem

4. Data Transformation: transform the data into a suitable format (e.qg.,
a single table, by summary or aggregation operations)

5. Data Mining: apply machine learning and machine discovery
techniques

6. Pattern Evaluation: evaluate whether the found patterns meet the
requirements (e.g., interestingness)

7. Knowledge Presentation: present the mined knowledge to the user
(e.g., visualization)
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Data Mining is a Process !

The steps are not followed linearly, but in an iterative process
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Business (
Understanding

Deployment

/™

Data
Understanding

Evaluation

)

Data
Preparation
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Research Issues

* Techniques for mining different types of knowledge
* Predictions, Associations, Clusters, Outliers, ...

* [nteractive Data Mining Techniques
* A Human/Computer Team may be more efficient

* Incorporation of Background Knowledge
* Knowledge about the task helps.
* Data Mining Query Languages
= Querying patterns instead of querying database entries

» Presentation and Visualization of Results
* How to explain the results to the CEO?

* Handling Noisy or Incomplete Data
* Data are typically not neat and tidy, but noisy and messy.

» Pattern Evaluation
* How can we define interestingness?
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(A few) Data Mining Applications
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" Business
" predict credit rating
= identify customer groups
* direct marketing
* market basket analysis
* recommender systems
*fraud detection
* Web Mining
= categorize Web pages
= classify E-mail (spam filters)
" identify Web usage patterns

(e.g. for identifying attacs,
advertisements)

* Quality control

" |learn to assess quality of
products

* Biological/Chemical

* discover toxicological
properties of chemicals

* Game Playing
" identify common (winning)
patterns in game databases

IW19 | Data Mining and Machine Learning: Techniques and Algorithms | 21

o



Machine Learning

.Learning denotes changes in the system that ... enable the
system to do the same task or tasks drawn from the same

population more efficiently and more effectively the next time."
[Simon,1983]

,Learning is making useful changes in our minds."
[Minsky,1985]

.Learning is constructing or modifying representations of

what is being experienced."
g9 &xp (Michalski,1986]
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Machine Learning Problem
Definition

* Definition (Mitchell 1997)

,,A computer program 1s said to learn from experience E with respect
to some class of tasks T and performance measure P, 1f its
performance at tasks in T, as measured by P, improves with
experience E.“

= Given:
"atask T
= a performance measure P
* some experience E with the task

" Goal:

* generalize the experience in a way that allows to improve your
performance on the task
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Learning to Play Backgammon
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= Task: ’ ., .
» play backgammon

» Performance Measure:
" percentage of games won Bar —

it I L LA

Outer Board Red's Home Board
e e

by rl by

TD'Gam mon: Guterﬁuard White's H;me Board

learned a neural network for evaluating backgammon boards
from playing millions of games against itself

successively improved to world-champion strength

http://www.research.ibm.com/massive/tdl.htmi
GNU Backgammon: http://www.gnu.org/software/gnubg/

Current state of the art: systems self-learned to play Go and Chess beat humans
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Recognizing Spam-Mail

* Task:
= sort E-mails into categories (e.g., Regular / Spam)

=» Performance Measure:

* Weighted Sum of Mistakes (letting spam through is not so bad as
misclassifying regular E-mail as spam)

Gnad J i

» Experience: e ——

" Handsorted E-mail messages SR o
in your folder

SHE Y AL e EE & click on "Mot Spam®™ button.

In Practice:

= Many Spam-Filters (e.g., Mozilla) use Bayesian Learning for
recognizing spam mails
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Market Basket Analysis

*Task:
= discover items that are frequently bought together

* Performance Measure:
= ? (revenue by making use of the discovered patterns)

" Experience:
= Supermarket check-out data

Myth:
= The most frequently P, = e g
cited result is: R i g

U

diapers — beer
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Projects at the Knowledge Engineering Group
PRORETA 4 - Security through learning

Extension of driver assistance through adaptation to person and environment
e.g.: adapting warnings and timings to person when turning left
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Projects at the Knowledge Engineering Group
ESEG: prediction of epidemic outbreaks

Anzahl Infizierter

iImproved epidemic surveillance through
methods from Machine Learning
anomaly detection
time series analysis
interpretable models
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Dimensions of Learning Problems ¢

(1)
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* Example Representation
= attribute-value data vs. first-order logic
* Prediction Task
" regression, binary, multi-class, multi-label, structured,
* Type of training information
* supervised vs. unsupervised learning
= Availability of training examples
* batch learning vs. on-line learning (incremental learning)
* Concept representation
= [F-THEN rules, decision trees, neural networks...
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Dimensions of Learning Problems ¢

(2)

* Purpose of modeling

* characteristic vs. discriminative models, interpretable models
* Learning algorithm

* divide-and-conquer, back-propagation,...
= Evaluation scenario

= estimating predictive performance, cost-sensitive-learning,
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A Sample Task Attributes

| s

| I T T A L

5 trot gt
07-06 hot sunny high true
07-07 hot overcast high false
07-09 cool rain normal false
07-10 cool overcast normal true
0712 mild sunny high false
0714 cool sunny normal false
0715 mild rain normal false
07-20 mild sunny normal true
07-21 mild overcast high true
07-22 hf)t overf:ast normal false Bin ary
07-23 mild ra!n high true target,
07-26 co.ol ra!n normal true batch
07-30 mild rain high false Iearning
today cool sunny normal false
tomorrow mild sunny normal false

\ Nominal Attribute
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Example Representation

» Attribute-Value data:

= Each example is described with values for a fixed number of
attributes/features/variables

* Nominal/Categorical/Discrete Attributes:
= store an unordered list of symbols (e.qg., color)

* Numeric Attributes:
* store a number (e.qg., income)

* Other Types:

= ordered values
= hierarchical attributes
= set-valued attributes

* the data corresponds to a single relation (spreadsheed)

* Multi-Relational data:
* The relevant information is distributed over multiple relations
* Inductive Logic Programming
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Type of Training Information

* Supervised Learning:

= A teacher provides the value for the target function for all training
examples (labeled examples)

= concept learning, classification, regression
* Semi-supervised Learning:
= Only a subset of the training examples are labeled (labeling examples
is expensive!)
* Reinforcement Learning:

= A teacher provides feedback about the values of the target function
chosen by the learner

* Unsupervised Learning:

* There is no information except the training examples
= clustering, subgroup discovery, association rule discovery
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Example Availability

* Batch Learning
* The learner is provided with a set of training examples

* Incremental Learning / On-line Learning
* There is constant stream of training examples

" Active Learning

* The learner may choose an example and ask the teacher for the
relevant training information

IW19 | Data Mining and Machine Learning: Techniques and Algorithms | 39 B



Prediction Targets
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Binary Classification
* binary targets

"e.g.: event happening,
presence of a property,..

X, X, X, X, y
1 A 1 0 0.1 0
2 2 1 0.3 1
3 C 3 0 0.5 1
4 4 1 0.6 0

Multiclass Classification:

* nominal targets, finite set of
possible classes (>2)

"e.g.: categorization

i X, X, X, X, y
1 A 1 0 0.1 A

N
N
—
o
w
vy
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Prediction Targets

Regression
* numeric values as targets

"e.d.: rating, some
measurable property

X, X, X, X, y
1 A 1 0 0.1 0.23
2 B 2 1 0.3 1.876
3 C 3 0 0.5 9.3
4 4 1 0.6 -1.4

IW19 | Data Mining and Machine Learning: Techniques and Algorithms | 41 B



TECHNISCHE
UNIVERSITAT
DARMSTADT

Prediction Targets

Multi-label Classification
* multiple class labels possible, subset of labels
"e.g.: keyword tagging, object recognition in scenes

| X1 X2 X3 Xa Yy | X1 X2 X3 Xa y, y2 yn
1 A 1 0 0.1 | {A,A} 11 A 1 0 01/ 1 0 .. 1
2 2 1 0.3 {L} 2 2 1 03 0 1 0
3 3 0 0.5 0 3, C 3 0 05/, 0 0 0
4 4 1 0.6 {\} 4 4 1 06 1 0 0
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Hierarchical Multilabel
Classification
* |labels organized in hierarchies or
graphs
Label Ranking 0

* |[earn from and predict rankings on {4} 5 {%} 5 {A} 5 {A) (M)} %= As
labels Aal

(a) total label ranking (b) bipartite
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Prediction Targets
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Ordered Classification

= |labels can have (ordered)
degrees

Collaborative Filtering

= only some output variables are
missing, usually no input data

Multivariate regression

" likewise several outputs, but
real valued instead of binary

Multi-target prediction

= general concept of learning
multiple targets in parallel

Multi-task learning

= general concept of learning
multiple tasks in parallel

Spalk

Spal

Action

Action

Erofik

Erotik

Spannung

Anspruch
L

Eine
MILITAR-|

Frage der Ehre
DRAMA

Spanndng Anspm:’h ' \ \
[ oy
\
=—| | 1N

L X 1 a0 L ]
Book 1 Book2 | Book3 | Book4 | Book5 | Book 6

Customer A X X
Customer B X X X
Customer C ? X X ? ? ?
Customer D X X
Customer E X X

0. 34 174

1.45 0 32 277

1.22 1 46 421

0.74 1 25 165

0.95 1 72 273

1.04 0 33 158

0.92 1 81 382
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Concept Representation

* Most Learners generalize the training examples into an explicit
representation
(called a model, function, hypothesis, concept...)

* mathematical functions (e.g., polynomial of 3™ degree)
* |ogical formulas (e.g., propositional IF-THEN rules)

= decision trees

" neural networks

" Lazy Learning
* do not compute an explicit model
" generalize ,on demand" for a given training example
= example: nearest neighbor classification
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Purpose of modeling

Discriminative

Characteristic Models
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Purpose of modeling

* Interpretable models
= Explaining of predictions
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A Selection of Learning
Techniques
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* Decision and Regression Trees
= Classification Rules

= Association Rules

* Inductive Logic Programming
* Neural Networks

= Support Vector Machines

= Statistical Modeling

* Clustering Techniques

* Case-Based Reasoning

* Genetic Algorithms
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Taxonomies of Machine Learning

classification scikit-learn

algorithm cheat-sheet

NOT
'WORKING

get
more
data

NOT
WORKING

YES NO

regression

NO
>50
YES samples

predicting a
category
YES
NO,
NOT do you have
WORKING labeled <100K <
NO data Y samples
YES

predicting a N
number of quantity
categories

known
just
looking A%
‘predicting
structure

NOT

Text WORKING
Data

NO
"= | <100K
samples

YES

YES

few features

should be WORING

important

clustering

NOT

'WORKING

4 =)
<10K : . :

o dimensionality

reduction
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Taxonomies of Machine Learning
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Machine Learning Types ‘

Reinforcement

. . Unsupervised Semi-supervised
Supervised Learning ) . .
Learning Learning Learning
Continuous Categorical . . . . Categorical Target variable
Target Variable Target Variable Target variable not available Categorical Target Variable Target Variable not available
4 /\ /\ L ¥
Regression Clossification Clustering Association Classification Clustering Classification ‘ Control

| | 1 I | | I |

| | | | | | l |

¥ ¥ ¥ ¥ ¥ ¥ ¥ ¥
Heusing Price Medical Customer Market Basket Text Lane-finding Optimized Driverless Cors

Prediction Imaging Segmentation Analysis Classification on GPS data Marketing
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Taxonomies of Machine Learning
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Deep Bolizmann Machine (DBM)
Deep Belief Metworks (DBEN)
~Convolutional Meural Network (CNN)

Stacked Auto-Encoders

Deep Learning

Random Forest

Gradient Boosting Machinas (GEM)

Boosting

Bootstrapped Aggregation (Bagging)

AdaBoost

Stacked Generalization (Blending)

_Gradient Boosted Regression Trees (GERT)
Radial Basis Function Network (REFN)
Perceptron

Back-Propagation
Hopfield Network

Ridge Regression

Least Absolute Shrinkage and Selection Operator (LASSO)

Elastic Net
Least Angle Regression (LARS)
Cubist

One Rule (OneR)
— | Rule System
_Zero Rule (ZeroR) -

Repeated Incremental Pruning to Produce Error Reduction (RIPPER)
Linear Regression
Ordinary Least S5quares Regression (OLSR)
Stepwise Regression
Multivariate Adaptive Regression 5plines (MARS)
Locally Estimated Scatterplot Smoothing (LOESS)

$ Ensemble

! Meural Networks

Regularization

'I'P Regression |

Logistic Regression |

Naive Bayes

Averaged One-Dependence Estimators (ACDE)

Bayesian Belief Netwark (BEM)

Bayesian |-
a\j&slaﬂ‘:

Gaussian Naive Bayes

\
|

#

¢ _Machine Learning Algarithms

Dimensionality Red uction

._Instance Based |

. Clustering -

Multinomial Maive Bayes

Decision Tree { -

Bayesian Network (BN)
Classification and Regression Tree (CART)
Iterative Dichotomiser 3 (ID3)
C4.5

I cs.0

Chi-squared Automatic Interaction Detection (CHAID)

| Decision Stump
|\ Conditional Decision Trees
MS

Principal Component Analysis (PCA)
[ Partial Least Squares Regression (PLSR
' Sammaon Mapping
g Multidimensional Scaling (MDS5)
Projection Pursuit
Principal Component Regression (PCR)
Partial Least Squares Discriminant Analysis

Mixture Discriminant Analysis (MDA)
Quadratic Discriminant Analysis (QDA)
|'. Regularized Discriminant Analysis (RDA)
I Flexible Discriminant Analysis (FDA)
Linear Discriminant Analysis (LDA)
k-Nearest Neighbour (kNN)
Learning Vector Quantization (LVQ)
Self-Organizing Map (SOM)
Locally Weighted Learning (LWL)

k-Means
k-Medians

Expectation Maximization

Hierarchical Clustering

w1 | pata Mining anf YIS A NVIEV e prrarketer.com/blog/2017/1/30/machine-learning-algorith m-taxod@ny
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. . Principal
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Machina Random Forest Function Netwaork LASSO Cubist Linear Regression Maive Bayes E:lmp:ln_ent CART kMN k-means
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Stacked Auto Bootstrap Gaussian Naive Multidimensional . Loacally weighted Hierarchical
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—— r ~ I y r Ny r y
Partizl least
AdsBoost LOEsS Multinomizl Naive =uares CHAID
Bayes discriminant
Analysis
|
— s = e 1 r ) s ~y
Stacked Logistic - .
Generalization Regression Bayesian Network MDA Decision Stump
|
—— r Ny r y
Gradient Boosted RDA Conditional
Regressan Trees Decision Trees
|
e y r y
FDA NS
—
LDA
|
—
SMOTE
|
—
SMOTEboost

IW19 | Data Mining and Machine Learning: Techniques and Algorithms | 53 http://trymachinelearning.com/wp-content/uploads/2016/07/Machine-Learning-
Classification.png




Induction of Classifiers

\

The most ,popular

" Task:

" learn a model that predicts the outcome of a dependent
variable for a given instance

learning problem:

" Experience:
= experience is given in the form of a data base of examples
= an example describes a single previous observation
= ijnstance: a set of measurements that characterize a situation
* [abel: the outcome that was observed in this situation

* Performance Measure:
= compare the predicted outcome to the observed outcome

= estimate the probability of predicting the right outcome in new
situation

IW19 | Data Mining and Machine Learning: Techniques and Algorithms | 55 B



Induction of Classifiers

Typical Characteristics

= attribute-value representation (single relation)

» batch learning from off-line data (data are available from external sources)
= supervised learning (examples are pre-classified)

» numerous learning algorithms for practically all concept representations
(decision trees, rules, neural networks, SVMs, statistical models,...)

= often greedy algorithms (may not find optimal solution, but fast processing of
large datasets)

= evaluation by estimating predictive accuracy (on a portion of the available data)
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Induction of Classifiers L e

DARMSTADT

A/
D2

An inductive learning
algorithm searches in a
given family of hypotheses
(e.g., decision trees, neural
networks) for a member that
optimizes given quality
criteria (e.g., estimated
******** predictive accuracy or
misclassification costs).

|

|

|

" gn |
CIaSSIerr | Classificatiokl

|

|

Inductive Machine
Learning algorithms
induce a classifier from
labeled training examples.
The classifier generalizes Training
the training examples, i.e.
it is able to assign labels
to new cases.

Example

R AN
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Yet a different view
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Domain

Features
objects

Training data} Learning

algorithm

Learning problem

= A task requires an appropriate mapping — a model - from data

described by features to outputs.

* Obtaining such a mapping from training data is what constitutes

a learning problem
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Yet a different view

Domain

Features
objects

Training data} Learning

algorithm

Learning problem

*"Tasks are addressed by models, whereas learning problems are
solved by learning algorithms that produce models”

= "Machine learning is concerned with using the right features to
build the right models that achieve the right tasks.”
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Yet a different view (2)

Given a (potentially unknown) mapping function

J(x) =y, (xy) € XxXY

learn a function

Sx)=f(x)

on known x € X’ (training set), X'cX, so that

F(x)=f(y) for all x eX\X
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Theorems and Concepts in
Machine Learning

%57 TECHNISCHE
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*Bias and Generalization
* Occam’s Razor
= Qverfitting
* Bias and Variance

*No Free Lunch Theorem
" Curse of Dimensionality
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Bias and Generalization

Bias: (Machine Learning Definition)
Any criterion that prefers one concept over another except for
completeness/consistency on the training data.
* Language Bias:
Choose a hypothesis representation language

* Selection Bias:
Which hypotheses will be preferred during the search?

* Overfitting Avoidance Bias:
Avoid too close approximations to training data

* Bias is necessary for_generalization

= without bias all complete and consistent hypotheses (those that
correctly explain all training examples) are equally likely

* for any example, half of them will predict one class, the other half the
opposite class (no free lunch theorems)
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§&55  TECHNISCHE

“"No Free Lunch” Theorem ) UNVERsITAT

DARMSTADT

*In a nutshell: no one algorithm
works best for every problem

— try many different algorithms
for your problem

* but also: do not waste time and
make some preparatory analysis
» data characteristics (=inputs)

* task characteristics (=targets)
= appropriate models
= appropriate learning algorithms

= still, some general trends can be
seen...

|

p————

|
!
|
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“No Free Lunch” Theorem

n
o
I

Comparison of
179 algorithms
from 17
algorithm
families on 121
UCI datasets
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“No Free Lunch” Theorem
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Comparison of
algorithms

(implemented in

SKlearn) on
bioinformatics
problems

Wins

one algorithm
family missing:
neural
networks!

Gradient Tree Boosting
Random Forest
Support Vector Machine

Extra Random Forest

Linear Model trained via

Stochastic Gradient Descent

K-Nearest Neighbors
Decision Tree
AdaBoost

Logistic Regression
Passive Aggressive
Bernoulli Naive Bayes
Gaussian Naive Bayes

Multinomial Naive Bayes
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Recommended Readings

Textbooks

* Tom Mitchell, Machine Learning, McGraw Hill
1997.
http://www-2.cs.cmu.edu/~tom/mlbook.html

*Ian H. Witten, Eibe Frank, Mark Hall, Data Mining:
Practical Machine Learning Tools and Techniques
with Java Implementations, Morgan Kaufmann,
3nd edition, 2011. https://www.cs.waikato.ac.nz/
ml/weka/book.html

* Peter Flach, Machine Learning: The Art and Sci
ence of Algorithms that Make Sense of Data, Cam
bridge University Press, 2012.
http://www.cs.bris.ac.uk/~flach/mlbook/
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Recommended Readings

Papers

= Domingos, P. (2012). A few useful things to know about machine
learning. Communications of the ACM, 55(10), 78-87.
https://homes.cs.washington.edu/~pedrod/papers/cacm12.pdf

= Zinkevich, M. (2017). Rules of Machine Learning: Best Practices for ML
Engineering
Lectures

* Nathan Sprague: CS 444 Artificial Intelligence
https://w3.cs.jmu.edu/spragunr/CS444/

* Nicholas Ruozzi: CS 6375 Machine Learning
https://www.utdallas.edu/~nrr150130/cs6375/2017fa/index.html

» Steven Skiena: CSE 519 Data Science
https://www3.cs.stonybrook.edu/~skiena/519/

* Andreas Mueller: COMS W4995 Applied Machine Learning
http://www.cs.columbia.edu/~amueller/comsw4995s18/

IW19 | Data Mining and Machine Learning: Techniques and Algorithms | 68 B



Software Tools

<375 TECHNISCHE

/") UNIVERSITAT
Y9y DARMSTADT

=Java "R
* Weka, RapidMiner, * R-Studio, CRAN
DeeplLearning4j, Spark MLIib .
* Python
* Orange Suite
“and ...
Data Pre- Modeling
Get Data processin And
g Analysis
: e Numpy
¢ ggautlful e Pandas e Scipy
. LX‘I\JAPL e NLTK e Sympy
o« T e Scikit e statsmodels
. P‘;"sggg e Matplotlib e Sklearn
e Tensorflow

Evaluate

:> And

Present

e Jupyter
Notebook
Bokeh
Flask
Matplotlib
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Software Tools

Growth of major programming languages
Based on Stack Overflow question views in World Bank high-income countries
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What is missing?

* Dimensionality Reduction
* Feature Subset Selection

= \isualizations

* Hyperparameter Optimization
= Auto Machine Learning

* Learning Theory

* Anomaly Detection

*Time Series Analysis

* Transfer Learning and Domain Adaptation
* Optimization

* Matrix Factorization

" Feature Learning

* Generative Learning etc. etc.

IW19 | Data Mining and Machine Learning: Techniques and Algorithms | 71

o



Content
(may change)
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* Introduction

* Instance based learning

* Decision tree learning

= Evaluation

* Ensemble learning

* Semi-supervised and unsupervised methods

» EXcursions
* Neural networks
* Text Mining and information retrieval
* Recommender Systems
= Reinforcement learning
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