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Preface

The joint workshop event LWA 2009 (Lernen – Wissen – Adaptivität) was held from
Sept., 21-23 2009 in Darmstadt, Germany. Like in the years before the LWA hosted four
different workshops of the special interest groups of the Gesellschaft für Informatik (GI)
for

• Adaptivity and User Modeling (FG-ABIS)

• Information Retrieval (FG-IR)

• Knowledge Discovery, Data Mining and Machine Learning (FG-KDML)

• Knowledge and Experience Management (FG-WM)

In addition to the separate workshops of each special interest group we invited two
talks covering current research questions in computer science:

• Relations and Probabilities: Friends, not foes
Kristian Kersting, STREAM group at Fraunhofer IAIS Bonn, Germany

• Learning Valued Preference Structures: Toward an Alternative Decision-Theoretic
Framework for Machine Learning
Eyke Hüllermeier, Knowledge Engineering & Bioinformatics Lab, Department of
Mathematics and Computer Science at Marburg University, Germany

This years conference also featured a Tutorial on:

• Mastering Unstructured Information with SMILA - the SeMantic Information Lo-
gistics Architecture
Igor Novakovic, empolis, Deputy Director Development

We are grateful for the support of several members of the Knowledge Engineering
group and the Telekooperation group at the Technical University in Darmstadt, espe-
cially Gabriele Ploch for handling all the bureaucracy and our students George Ciordas,
David Schuld, Florian Volk, Niklas Lochschmidt, Tim Klein, Raad Bahmani, and others
for their technical support during the conference.

Melanie Hartmann and Frederik Janssen
Darmstadt, September 2009

We thank our sponsors for their generous support!
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The ABIS Workshop
ABIS - ’Adaptivität und Benutzermodellierung in interak-
tiven Softwaresystemen’ - is the special interest group on
Adaptivity and User Modeling in Interactive Systems of the
German Computer Society.

The ABIS Workshop has been established as a highly
interactive forum for discussing the state of the art in per-
sonalization and user modeling. Latest developments in in-
dustry and research are presented in plenary sessions, fo-
rums, and tutorials to discuss trends and experiences. The
audience usually varies from young researchers working on
Master or Ph.D. level to experts in the field. The workshop
aims to provide a platform for exchanging novel ideas and
expertise, and for obtaining feedback on ongoing research.

ABIS 2009
This year, we directly tied in with last year’s ABIS which
concentrated on the application of Web 2.0 and Social
Computing technologies. In 2009, ABIS focused on ex-
ploiting ideas from the emerging fields of Web 3.0 and
Ubiquitous Computing in order to come to even more so-
phisticated approaches for building user- and context mod-
els as well as improved mechanisms for adaptations and
recommendations.

The program committee received submissions from re-
search and industry, covering theoretical foundations but
also discussing practical applications. Special emphasis
was on submissions in the following areas:

• User- and context modeling for Web 2.0 / Web 3.0
/ Ubiquitous Computing enabled adaptive systems
(e.g. user behaviour analysis, data mining for person-
alization, community-based profiling)

• Web 3.0 / Semantic Web / Ubiquitous Comput-
ing technologies for adaptive systems (e.g. ontology-
based user- and context models, reasoning on user-
and context models)

• Adaptation techniques for Web 2.0 / Web 3.0 / Ubiq-
uitous Computing enabled adaptive systems (e.g. tai-
loring information presentation to users)

• Recommender techniques for Web 2.0 / Web 3.0
/ Ubiquitous Computing enabled adaptive systems
(e.g. rule-based, knowledge-based, or content-based
recommenders, leveraging collective intelligence,
general aspects of collaborative filtering)

• Applications and case-studies of Web 2.0 / Web 3.0
/ Ubiquitous Computing enabled adaptive systems
(e.g. cost-justification of the application of these sys-
tems, convincing users of the added value)

• Methods for designing Web 2.0 / Web 3.0 / Ubiqui-
tous Computing enabled adaptive systems (e.g. com-
position and management, evaluation, user studies)

• Behavior, social and cultural aspects of Web 2.0 / Web
3.0 / Ubiquitous Computing enabled adaptive systems
(e.g. psychological and general usability aspects, pri-
vacy, trust and security)

Program committee
The program committee had the following members:

• Armen Aghasaryan, Alcatel-Lucent
• Mathias Bauer, mineway GmbH
• Manfred Broy, Technische Universität München
• Betsy van Dijk, University of Twente
• Michael Fahrmair, DoCoMo Euro-Labs
• Rosta Farzan, University of Pittsburgh
• Sabine Graf, National Central University
• Georg Groh, Technische Universität München
• Melanie Hartmann, Technische Universität Darmstadt
• Dominikus Heckmann, DFKI Saarbrücken
• Eelco Herder, L3S Research Center
• Jan Hidders, Technical University Delft
• Hagen Höpfner, International University Bruchsal
• Birgitta König-Ries, Universität Jena
• Arne Koesling, L3S Research Center
• Daniel Krause, L3S Research Center
• Tsvi Kuflik, University of Haifa
• Erwin Leonardi, Technical University Delft
• Stefanie Lindstaedt, Know-Center Graz
• Alexandros Paramythis, Johannes Kepler University
• Wassiou Sitou, Technische Universität München
• Kees van der Sluijs, Technical University Eindhoven
• Marcus Specht, Open University of the Netherlands
• Stephan Weibelzahl, National College of Ireland

We would like to thank the authors for their submissions,
and we also thank the members of the program committee
for providing helpful and constructive reviews.

September, 2009,

David Hauger, Mirjam Köck and Andreas Nauerz
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Mashing up user data in the Grapple User Modeling Framework
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Daniel Krause1, Erwin Leonardi3, Kees van der Slujis4
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Abstract

In this paper we demonstrate the Grapple
User Modeling Framework (GUMF), which ex-
ploits Semantic Web technologies and Web 2.0
paradigms to model users across different appli-
cations and domains. It introduces novel features
such as dataspaces, which logically bundle user
data, and user pipes, which allow to mash up user
data from different sources.

1 Introduction

Web systems such as Amazon or YouTube brought person-
alization to the general public. While those popular sys-
tems base recommendations on a large amount of data - by
means of collaborative filtering and social network analysis
- [Frias-Martinez et al., 2005], the majority of Web appli-
cations cannot build upon a big user population and users
might not interact regularly with these systems. A promis-
ing approach to compensate for this lack of data is cross-
application user modeling [Korth and Plumbaum, 2007].
In contrast to the centralized approach of generic user mod-
eling servers [Abel et al., 2008], a conversion-based ap-
proach allows for flexible mappings. These mappings can
be created from one system to another, or by making use
of generalized representations, such as the General User
Model Ontology (GUMO) [Heckmann et al., 2005] and
UserRDF [Abel et al., 2008].

In this paper we present the architecture and im-
plementation of the Grapple User Modeling Framework
(GUMF) [Abel et al., 2009a], which re-uses, refines and
enhances previous work in the area of cross-application
and generic user modeling systems. GUMF1 organizes user
profile data in dataspaces, which constitute views on a spe-
cific set of data. Dataspaces are extensible with plug-ins for
mapping and integrating data from external data sources;
these plug-ins can also be used to reason with existing to
deduce further knowledge about the user. In addition to tra-
ditional rule-based approaches, GUMF provides so-called
user pipes [Abel et al., 2009a] that mash up different (user
profile) data streams, formatted in RDF or RSS, making
use of Semantic Web Pipes2 or Yahoo Pipes3.

1Currently available at: http://semweb.kbs.
uni-hannover.de:8082/grapple-umf/

2http://pipes.deri.org
3http://pipes.yahoo.com

2 GUMF: Grapple User Modeling
Framework

Figure 1 shows the architecture of GUMF. The elements
at the top provide the essential, generic functionality of
the framework; elements part at the bottom right provide
generic as well as domain-specific reasoning logic.
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Figure 1: Architecture of the Grapple User Modeling
Framework.

Client applications can access GUMF either via a REST-
ful or SOAP-based API. Further, there is a Java Client
API that facilitates development of GUMF client applica-
tions. Client applications mainly approach GUMF to store
user information (handled by the Store Module) or to query
for information (handled by Query Engine). User pro-
file information is modeled by Grapple statements [Abel
et al., 2009b], which are basically reified RDF statements
about a user, enriched with provenance metadata. GUMF
currently supports SPARQL and SeRQL queries as well
as a pattern-based query language that exploits the Grap-
ple statement structure to specify what kind of statements
should be returned by GUMF. Authorized client requests
are answered by GUMF’s Dataspace Logic. Dataspaces
are equipped with data storage repositories that either re-
side at the GUMF server or are distributed across the Web
(possibly maintained by the client application itself), and
with (reasoning) plug-ins that further enrich the data that is
available in the repositories.

The Administrator of a GUMF client application can
configure dataspaces and plug-ins via the GUMF Admin In-
terface. Activating or deactivating plug-ins directly influ-
ences the behavior of dataspaces. Further, administrators
can adjust the plug-ins and reasoning rules to their needs.
For example, we developed a plug-in that gathers user pro-
file information from Facebook and maps—with support of
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Silk4—the profile to a format preferred by the client appli-
cation administrator (e.g., FOAF5 or OpenSocial6).

Inspired by Web 2.0 practices, a key principle of GUMF
is that dataspaces can be shared across different client ap-
plications. Therefore, clients can subscribe to other datas-
paces, given that they are granted approval by the adminis-
trator of the dataspace. When subscribed to a dataspace, the
client is allowed to query it. However, it might still not be
allowed to access all statements that are made available via
the dataspace, as fine-grained access control functionality
can be embedded in the dataspaces as well.

3 Demonstration Overview

In our demonstration we primarily show how client ap-
plications can benefit from the Grapple User Modeling
Framework.

Developers of client applications first have to register
their application at GUMF. Upon registration, a dataspace
is generated that can immediately be used to store user
profile information. As an example, a client might store
user interests such as “Peter is interested in Darmstadt” in
GUMF, by using the RESTful API and the Java Client im-
plementation. GUMF models such information as Grapple
statement.

<gc:Statement rdf:about="&ds10;6357701291243375806816">
<gc:subject rdf:resource="&guser;peter"/>
<gc:predicate rdf:resource="&foaf;interest"/>
<gc:object rdf:resource="&dbpedia;Darmstadt"/>
<gc:level rdf:datatype="&xsd;double">0.7</gc:level>
<gc:origin>[peter(Interest: Darmstadt, 0.7]</gc:origin>
<gc:created rdf:datatype="&xsd;dateTime">

2009-05-27T00:10:06.817+02:00</gc:created>
<gc:creator rdf:resource="&gclient;10"/>

</gc:Statement>

The core part of the Grapple statement consists of
a subject-predicate-object triple, possibly extended with
gc:level that describes to which degree the statement
is true. In addition, the client can store the information
in its original format (gc:origin). GUMF enriches
the statement with metadata such as a globally unique
ID, a timestamp (gc:created, which is a subproperty
of dc:created), or the client (or plug-in) that created
the statement (gc:creator, which is a sub-property of
dc:creator).

Figure 2 shows the administration interface of GUMF,
in particular the configuration of the dataspaces. Admin-
istrators can add plug-ins to a dataspace (cf. “add plug-
in”) and adjust which client applications are allowed to
access the dataspace (cf. “Subscriptions”). Via GUMF’s
RESTful API, client applications send advanced SPARQL
queries or queries based on simple patterns. As an exam-
ple, ../ds/13/predicate/interest would return
all Grapple statements in the dataspace ../ds/13 on user
interests. The output format of a query can be selected as
well. At the moment, GUMF supports RDF/XML, RSS 2.0
and SPARQL Query Results XML format.

In our demonstration at ABIS, we will show how GUMF
is applied to mash up and reason with user profile informa-
tion from different tagging and social networking systems
(Flickr, Facebook, TagMe!7, and GroupMe!8).

4http://www4.wiwiss.fu-berlin.de/bizer/silk/
5http://xmlns.com/foaf/spec/
6http://web-semantics.org/ns/opensocial/
7http://tagme.groupme.org
8http://groupme.org

Figure 2: Configuration of Dataspaces and Plug-Ins in the
GUMF Web Application.
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Recommend me a Service:
Personalized Semantic Web Service Matchmaking

Anna Averbakh, Daniel Krause, Dimitrios Skoutas
L3S Research Center
Hannover, Germany

{averbakh,krause,skoutas}@l3s.de

Abstract
In the Semantic Web the discovery of appro-
priate Semantic Web Services for a given ser-
vice request, the so-called matchmaking, is a
crucial task in order to bring together Web Ser-
vice provider and users in an automatic man-
ner. While most of the current matchmaking al-
gorithms focus on purely syntactic or semantic
similarity or a combination of both (hybrid ap-
proaches), the user is not taken into account in
the matchmaking process itself. Hence, specific
preferences and needs of a user are not taken into
account in the matchmaking process.
In this paper we show how users can be engaged
in the matchmaking process by providing Web
2.0 interaction to collect user feedback. Further-
more, we present the ongoing work of the inte-
gration of collaborative filtering algorithms into
the matchmaking process to generate personal-
ized matchmaking results.

1 Introduction
In today’s Web, two emerging trends can be observed: On
the one hand, a growing number of Web sites adheres to
Web 2.0 principles [O’Reilly, 2005] and allows users gen-
erate, share, tag, comment or rate content. Hence, appli-
cations can structure and personalize large content reposi-
tories by utilizing the power of the masses. On the other
hand, more and more machine-readable data in RDF for-
mat, enriched by meta-data, is available on the Web –
Sindice1, for example, has indexed more than 50 mil-
lion Web pages containing RDF data – fostering machine-
machine interaction on the Web.

Both trends, as stated by Tim Berners-Lee [Berners-Lee,
2006], fit well together: Web 2.0 applications, offering sim-
pler and interactive user interfaces, can be combined with
the intelligence of the Semantic Web. A key task to bring
both, Web 2.0 and Web 3.0 together is the matchmaking of
Semantic Web Services: User interfaces rely on the func-
tionality offered by Web Services and hence need to find
high quality Web Services, while the matchmaking process
for such Web Services can highly benefit from the interac-
tion with the user.

The matchmaking process itself fulfills the main require-
ments to apply personalization: a) the available amount of
Web Services is too big to be browseable and b) the re-
quirements of users are heterogeneous. However, most of

1http://www.sindice.com/

today’s state-of-the-art algorithms do not take the user into
account.

In this paper, we present an generic approach, that uti-
lizes various semantic and syntactic matchmakers to apply
collaborative filtering algorithms to the matchmaking pro-
cess of Web Services.

2 Scenario

Alice, Paul and Bob love music and enjoy listening to mu-
sic in their favorite Web 2.0 application. All of them have
different favors for the kind of music: While Alice likes
classics best, Paul enjoys jazz most and Bob is addicted to
rock music. In order to select songs that fit best to the fa-
vors of the listeners, the Web 2.0 application invokes Web
Services to receive music recommendations.

In our scenario, three different recommender services are
available, that recommend music. Two of them - due to a
limited datasource - can only recommend specific kinds of
music, jazz music and rock music, while the third service
is a general purpose music recommender service.

A non-personalized application would specify a request
that matches generic music recommender services and
hence would not receive the jazz and rock music recom-
mender as first matchmaking result – even though we con-
sider them as optimal for Paul and Bob. To receive per-
sonalized matchmaking results, an application needs to
adapt the service requests according to a user’s preferences.
Thus, applications need to have a quite precise knowledge
of the domain in order to specify appropriate requests. Fur-
thermore, applications have to rely on properly specified
and interlinked ontologies: For example, a service request
for classical music recommenders can only be answered
in our scenario if classical music is explicitly specified as
subconcept of music – elsewise the general purpose music
service could not be identified as a match.

As enabling personalized matchmaking by adapting the
service request is not an optimal solution becomes more
obvious if a fourth service occurs in the system that also
recommends rock music but delivers much better recom-
mendations. Both rock music recommender services have
the same service description and hence cannot be distin-
guished by current matchmakers.

However, Alice, Paul and Bob enjoy Web 2.0 features
and comment, bookmark and rate the music that they have
listened to. In order to utilize these additional informa-
tion about a user, a matchmaking architecture is needed
that stores user feedback and utilizes it in the matchmak-
ing process.
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Figure 1: Personalized matchmaking service with feedback
component

3 Architecture
Our system was build as a service oriented architecture
with the matchmaking service (see Figure 1) as central
component. This matchmaking service can by invoked by
applications to receive a personalized list of matching ser-
vices to a given service request. Therefore, the service in-
vokes match filters, which implement a specific matchmak-
ing algorithm, e.g. extended Jaccard similarity coefficient,
cosine similarity etc. (see [Klusch et al., 2006]) and a feed-
back aggregator that assigns a score to the services based
on the previously given rating of the users.

After the matchmaking service returned a list of services,
users can assign new rating, expressing whether the service
was appropriate for the given service request or not. As
the task of rating the quality of a service in respect to a
given request is not trivial for a user, applications can assist
the user in order to give precise feedback. For example, if
an application uses services to generate music recommen-
dations, then users can be asked whether they consider the
given recommendations appropriate. Based on the assump-
tion that services delivering high quality recommendations
are better matches for this task, the application can infer the
relevance of a service, and pass this information as a user
rating to the matchmaking service. Such user ratings are
stored in the ratings database and can be accessed by the
feedback aggregator.

More detailed information about the architecture can be
found at [Averbakh et al., 2009].

4 Personalized Matchmaking
For personalized matchmaking, we use a domination-based
matchmaking approach, as described in [Skoutas et al.,
2009]. This approach uses the skyline algorithm [Koss-
mann et al., 2002] to combine multiple matchmaking met-
rics. Besides the existing matchmaker metrics M0 −M4

from the OWLS-MX matchmaker [Klusch et al., 2006], we
define an additional metric recx, that expresses whether a
service shall be recommended to a user or not.

Assume that the collected user ratings are stored as a set
T ⊆ U ×R×S×F in the ratings database, where U is the
set of all users that have provided a rating, R is the set of
all previous service requests stored in the system, S is the
set of all the available Semantic Web Service descriptions
in the repository, and F ∈ [0, 1] denotes the user rating,

i.e., how relevant a particular service was considered with
respect to a given request (with higher values representing
higher relevance). Thus, a tuple T = (U, R, S, f) ∈ T
denotes that a user U considers the service S ∈ S to be
relevant for the request R ∈ R with a score f .

The recommendation score rec1 of a service s1 and a
given request r1 for a specific user u1 can be calculated
as the average of the previous ratings from the user u1 for
service s1 in respect to request r1:

rec1(u1, s1, r1) =

∑
(u1,s1,r1,f)∈T f

|{(u1, s1, r1, f) ∈ T}| (1)

However, if a user specifies a request for the first time
this formula is not applicable. We can overcome this new-
request problem by assuming that for similar requests a
user will rate services similarly.

If SIMr ⊆ R denotes a set of services requests that
are considered as similar to a given service request r and
sim(r1, r2) ∈ [0, 1] denotes the similarity value between
r1 and r2, rec2 is calculated by:

rec2(u1, s1, r1) =
∑

x∈X f ∗ sim(r1, r2)
|X| (2)

with

X := {(u1, s1, r2, f) ∈ T : r2 ∈ SIMr1} (3)
Hence, the more similar a request r2 is to a given request

r1, the more important is the given feedback of s1 to r2 for
r1.

As the amount of available Web Services grows rapidly
(already today the latest OWLS test collection2 contains
more than 1000 Semantic Web Services) the user ratings -
service matrix will become very sparse. Hence, the above
formula will not be applicable in many cases.

To overcome the sparsity problem, we now consider also
ratings from other users SIMu, which are considered sim-
ilar to the given user u1. We consider users to be similar
if they have rated services similarly. Assume that the users
are represented by their rating vector, sim(u1, u2) denotes
the cosine similarity between the two rating vectors of the
users u1 and u2. Then, the collaborative filtering approach
as presented in [Shardanand and Maes, 1995] can be ap-
plied to rec3 by:

rec3(u1, s1, r1) =

∑
y∈Y f ∗ sim(u1, u2) ∗ sim(r1, r2)

|Y |
(4)

with

Y := {(u2, s1, r2, f) ∈ T : r2 ∈ SIMr1, u2 ∈ SIMu1}
(5)

Hence, ratings from very similar users that rated a ser-
vice s1 in the context of a given request r2 that is very sim-
ilar to the request r1 is considered as highly relevant for the
recommendation score of s1 in respect to r1.

5 Related Work
With the advent of Semantic Web Services like WSDL-S
[Akkiraju and et. al., 2005], OWL-S [Burstein and et. al.,
2004] or WSMO [H. Lausen, A. Polleres, and D. Roman
(eds.), 2005], the shortcomings of keyword based search
offered by seekda3 or syntactic matchmaking performed on

2available at http://www.semwebcentral.org/projects/owls-tc/
3http://seekda.com/
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WSDL files war replaced by semantic matchmaking.
Based on such Semantic Web Services, some approaches

already exist about involving the user in the process of ser-
vice discovery. Ontologies and user profiles are employed
in [Balke and Wagner, 2003], which then uses techniques
like query expansion or relaxation to better satisfy user re-
quests. However, such an approach will not solve the task
to identify which of two given services with identical ser-
vice descriptions to choose. The work presented in [Xu
et al., 2007] focuses on QoS-based Web Service discov-
ery, proposing a reputation-enhanced model. A reputation
manager assigns reputation scores to the services based on
user feedback regarding their performance. Then, a dis-
covery agent uses the reputation scores for service match-
ing, ranking and selection. The application of user prefer-
ences, expressed in the form of soft constraints, to Web Ser-
vice selection is considered in [Kießling and Hafenrichter,
2002], focusing on the optimization of preference queries.
The approach in [Lamparter et al., 2007] uses utility func-
tions to model service configurations and associated user
preferences for optimal service selection. In [Dong et al.,
2004], different types of similarity for service parameters
are combined using a linear function with manually as-
signed weights. Learning the weights from user feedback is
proposed, but it is left as an open issue for future work. Col-
laborative filtering for discovering Web Service registries
was presented in [Sellami et al., 2009]. In [Manikrao and
Prabhakar, 2005] collaborative filtering is used to re-rank
the matching candidates from non-personalized matchmak-
ing algorithms. Due to the separation of matchmaking and
ranking, this approach tends to prefer weak matching pop-
ular services to well-matched services.

6 Conclusion and Future Work
In this paper we outlined by a scenario that a non-
personalized one-fits-all matchmaking approach will not
provide optimal service results. We introduced our archi-
tecture that enables users to influence the matchmaking
process by giving feedback by well-known Web 2.0 tech-
niques. Based on previous work, we combined different
semantic and syntactic matchmaking algorithms and col-
laborative filtering based on user feedback by a skyline ap-
proach.

As future work, we will conduct a user study in order to
evaluate the performance of our personalized matchmaking
approach.
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Abstract
As user interfaces become more and more com-
plex and feature laden, usability tends to de-
crease. One possibility to counter this effect are
intelligent user interfaces (IUIs) that support the
user’s interactions. In this paper, we give an
overview of design challenges identified in litera-
ture that have to be faced when developing user-
adaptive IUIs and possible solutions. Thereby,
we place special emphasis on design principles
for successful adaptivity.

1 Introduction
The increasing complexity in today’s applications, e.g. the
number of available options, often leads to a decreased us-
ability of the user interface. This effect can be countered
with intelligent user interfaces (IUIs) that support the user
in performing her tasks by facilitating the interaction as
much as possible. IUIs facilitate information retrieval by
suggesting relevant information or they support the system
use, e.g. by providing explanations, performing tasks for
the user, or adapting the interface. In this paper, we focus
on user-adaptive IUIs which are able to adapt their behav-
ior to individual users. In our opinion this is a key feature
for IUIs as the support that should be provided by an IUI
heavily depends on the needs and preferences of each user.

We present here the results of a literature survey of the
main design challenges that have to be faced when design-
ing a user-adaptive IUI and list existing approaches how
to cope with these challenges. We thereby focus on issues
relevant for human computer interaction and not on the un-
derlying algorithms.

The remainder of this paper is structured as follows. In
Section 2, we provide a definition of user-adaptive IUIs. In
Section 3, we then describe the challenges which have to
be faced in developing IUIs. As adaptivity plays a crucial
role for user-adaptive IUIs, we place special emphasis on
the adaptivity of IUIs, and review the main results gathered
from user studies that were performed for evaluating which
factors influence the value of an adaptation for a user (Sec-
tion 4).

2 User-Adaptive Intelligent User Interfaces
The area of IUIs is one of the most heterogeneous research
subjects, covering all kinds of different disciplines, which
makes it difficult to give a common definition. IUIs try
to solve the standard user interface question how the in-
teraction between user and computer can be facilitated by
means of artificial intelligence. In contrast to traditional

human computer interaction (HCI), IUIs do not only focus
on enabling the user to perform intelligent actions but on
ways to incorporate knowledge to be able to assist the user
in performing actions. In contrast to traditional research
in artificial intelligence (AI), IUIs do not focus on making
the computer smart by itself but to make the interaction be-
tween computer and human smarter.

The goal of IUIs is to make the interaction itself as well
as the presentation of information more effective and effi-
cient to better support the user’s current needs. The way
to achieve this ranges from supporting a more natural in-
teraction, e.g. by allowing multimodal or natural language
input, to intelligent tutoring systems and recommender sys-
tems. Based on the definition by Maybury and Wahlster
[1998], we define IUIs as follows:

Intelligent User Interfaces are human-machine inter-
faces that aim to improve the efficiency, effectiveness
and naturalness of human machine interaction by rep-
resenting, reasoning and acting on models of the user,
domain, task, discourse, context, and device.

In this paper, we focus on user-adaptive IUIs which are a
subset of IUIs. User-adaptive IUIs hold a model for each
individual user to be able to adapt its behavior accordingly,
which is not necessarily the case for all IUIs as often a
generic user model suffices.

3 Challenges in Developing IUIs
The main goal in developing IUIs is that they should be
usable, useful and trustable [Myers, 2007]. This aligns
with the main challenges identified by Maes [1994]: Pre-
sentation, Competence and Trust. Presentation is con-
cerned with the human computer interaction part of IUIs,
whereas Competence focuses on the artificial intelligence
techniques that can be applied. The development of IUIs
has to take special care of Trust, as the user is not will-
ing to delegate tasks to an IUI she does not trust, thus
rendering the IUI useless. However, for IUIs it is much
more challenging to induce user’s trust in the system than
for traditional user interfaces, because IUIs apply artificial
intelligence techniques whose results can often not be di-
rectly foreseen by the user and thus reduce the user’s feel-
ing of being in control of the system. In the following, we
point out for each of these issues which challenges have to
be faced when developing user-adaptive IUIs and describe
possible ways to cope with them. An overview of the iden-
tified challenges is given in Table 1. The challenges are not
disjunctive and heavily interrelated, they should just give
some of the focus points for developing user-adaptive IUIs.
Further, this list is not meant to be complete and not all
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challenges have to be faced in each IUI, e.g. collaborative
filtering systems usually do not have to cope with the prob-
lem of few usage data.

Presentation Interaction design
Unobtrusiveness
Adaptivity

Competence Few usage data
Changing user behavior
Accuracy

Trust Controllable behavior
Intelligibility
Privacy

Table 1: Challenges in developing user-adaptive IUIs

Presentation
For the presentation of IUIs, we at first need to consider
how to design the interaction between the user and the
IUI. Many IUIs are also augmentations of existing user in-
terfaces, thus they have to be integrated into the existing
layout offering the user a way to communicate with the IUI
itself. Thereby, the IUI should not hamper the normal us-
age of the application. The interaction should also support
some kind of forgiveness that is allowing the user to easily
correct previously performed actions using an undo capa-
bility [Apple, 2008]. Further, the design of the interaction
tackles whether and how the user can instruct the IUI [Nor-
man, 1994] or whether an anthropomorphic agent is used
for allowing the user to communicate with the IUI [Wex-
elblat and Maes, 1997]. These issues are closely related to
trust issues that will be discussed later, i.e. how the user
can control the system and which expectations are raised
by the IUI.

Another important factor regarding the presentation is
unobtrusiveness [Jameson, 2007; Langley and Fehling,
1996]. The intelligent support should not distract the user
from normal usage of the application. A counterexample
for this factor is Microsoft’s Office Assistant that is con-
stantly moving and thus drawing the user’s attention to it
without providing any relevant help for the user’s current
task. Wexelblatt and Maes [1997] propose to reduce the
distraction of the user by minimizing the amount of in-
terruptions and deferring interruptions until they are less
disruptive. Another way to cope with this issue is to sup-
port different levels of obtrusiveness (or proactivity) de-
pending on the information importance or the certainty in
the action (e.g. applied by [Maes, 1994; Horvitz, 1999;
Hartmann et al., 2009]).

Furthermore, the user-adaptive IUI should be able to
adapt its presentation to different users, devices and situa-
tions. For example, a novice user needs more explanations
than an expert user and voice output is perhaps suitable for
mobile usage, but not if she is sitting in a library. Further,
as the interaction costs for interacting with applications via
a mobile phone are much higher than in a traditional desk-
top setting, more support may be desirable in these settings.
However, adaptivity does not only influence the presenta-
tion of an IUI, but also how much the user trusts the system
or which demands it puts on the underlying algorithms (i.e.
affecting the competence of the IUI). We review the main
findings from studies regarding which factors influence the
value of an adaptation in Section 4.

Competence
The competence of an IUI is determined by the underlying
algorithms. However, as we focus in this paper on human
computer interaction issues, we only provide here a short
overview of the main challenges that have to be faced for
the competence of a system.

At first, many user-adaptive IUIs cannot rely on a huge
amount of training data at the beginning, especially if they
need training data for each individual user. Thus, the algo-
rithms used for user-adaptive IUIs mostly have to be able
to deal with few usage data. For that reason, systems that
just learn from observation are usually not of great aid at
the beginning (“slow-start problem”). This problem can
be faced e.g. by relying on predefined models or by using
a default model that is inferred from the models of other
users. However, the former requires great modeling effort
by a developer and the latter can cause privacy problems
(as discussed below).

A second problem that arises is that the user’s behav-
ior changes over time [Höök, 2000]. Especially when she
starts interacting with an application as novice, her usage
patterns as expert will later dramatically differ from the
initial patterns. For that purpose, ageing can be used that
weighs older interactions as less important than more re-
cent interactions.

Finally, in order to be beneficial for the user, the artificial
intelligence of course needs to produce correct results with
a high accuracy. This is especially important as erroneous
support can easily lead to losing the user’s trust [Leetiernan
et al., 2001].

Trust
The trust the user puts in an IUI is influenced by many fac-
tors especially by presentation issues as discussed before.
In the following, we state the main challenges identified in
literature that have to be considered when building trustable
IUIs. At first, it is essential that the user feels in control of
the system. The user should be able to correct and adjust
the IUI’s actions and to control its autonomy [Höök, 2000;
Bellotti and Edwards, 2001; Glass et al., 2008; Dey and
Newberger, 2009]. One possibility to control the system’s
actions is to require the user to approve or disapprove the
system’s actions [Cypher, 1991] or by letting the user spec-
ify confidence thresholds for actions [Maes, 1994]. How-
ever, giving the user the maximal control at all times is usu-
ally not desirable as the users differ in their desire for con-
trol [Jameson and Schwarzkopf, 2002] and too much con-
trol may lead to distraction and time-wasting [Kay, 2001].
The amount of control should also depend on the critical-
ness of the task, e.g. for non-critical tasks, like prefilling
data in input fields, a lower level of control is needed than
for automatically buying goods. Another factor that influ-
ences how much control the user wants to exert is her trust
in the system that (hopefully) evolves over time. For all
those reasons, an IUI should support variable levels of con-
trol that can also be adjusted by the user.

Another important issue for establishing the user’s trust
in the system is intelligibility, i.e. to enable the user to un-
derstand the system’s actions [Bellotti and Edwards, 2001;
Dey and Newberger, 2009]. As stated by Maes [1994] a
user more likely trusts an IUI if she sees in advance what
the agent would do. One way to achieve intelligibility is
transparency, i.e. that the IUI helps the user understand
its actions. Transparency can be realized by an IUI for ex-
ample by giving feedback of its actions [Maes, 1994], by
being able to justify its actions, or by making the user aware
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of automatic adaptations [Hartmann et al., 2009]. Another
way of increasing the system’s intelligibility is to give the
user access to the knowledge source that was used for pro-
viding support [Glass et al., 2008]. For example, Cook
and Kay [1994] argue that the system should let the user
inspect and modify the system’s user models. The intel-
ligibility of the system’s actions should thus support the
user to develop an appropriate model of the IUI’s behavior.
Thereby, it is not necessary to mediate a complete model of
the IUI, as “understanding comes from a careful blend of
hiding and revealing [system] state and functioning” [Wex-
elblat and Maes, 1997]. They argue that for example for
driving a car, it is also not necessary to have a complete
model of how the engine or the breaks work. This blend
can be achieved by applying a black box in a glass box sys-
tem [Höök et al., 1996], i.e. complex inferences are hid-
den from view in a black box system, whereas a simpler
model is conveyed to the user, e.g. cartoons illustrating the
system’s state as used by [Kozierok and Maes, 1993]. An-
other factor influencing the intelligibility of the system is
how predictable the system’s actions are perceived by the
user and finally which expectations she poses in the system
[Glass et al., 2008]. Erroneous higher expectations can eas-
ily lead to disappointing the user and thus stopping the user
from using the system. This is also one of the main reasons
why many researchers argue against using anthropomor-
phic agents for communicating with IUIs (e.g. [Shneider-
man, 1997]), as they are perceived by the user to be similar
to a human being and that they thus could also take respon-
sibility for their actions.

Finally, for IUIs that share information between users,
privacy has to be regarded. Thereby the requirements that
are posed on privacy differ between applications. For ex-
ample, the users of FireFly1, an application for sharing
preferences for music or movies, did not perceive this shar-
ing as critical, whereas users of the Doppelgänger system
[Orwant, 1994] that provides personalized news which also
considered the news that a colleague is usually reading, had
strong privacy concerns against the system. This might be
the case as the data differed in their level of importance to
the user and as the data was not anonymized in the Dop-
pelgänger system in contrast to the Firefly system. Besides
anonymizing the data, another solution proposed for this
problem is to split the user model in a private and a public
part [Cook and Kay, 1994].

4 Adaptivity Challenges
There has been a debate for years whether automatic adap-
tation optimizes the user interface or disorients the user
[Greenberg and Witten, 1985; Mitchell and Shneiderman,
1989; Shneiderman and Maes, 1997]. The IUI community
often favors automatic adaptivity, whereas the HCI com-
munity tends towards adaptable approaches that allow the
user to customize her interface herself without any automa-
tism. However, many studies have shown that users often
fail to use the offered adaptation mechanisms [Oppermann
and Simm, 1994], and when they do, they often do not re-
customize it if their working habits change [McGrenere et
al., 2002].

The value of an adaptation for a user is usually measured
as the user interface’s usability, i.e. the user’s efficiency, ef-
fectiveness and her satisfaction. Findlater and McGrenere

1A company founded by a group of engineers from MIT media
lab including Pattie Maes and sold to Microsoft in April 1998.

[2008a] propose to take another factor into account when
evaluating adaptive user interfaces: the user’s awareness
of advanced features. They noted that increased efficiency
can lead to a decreased awareness of advanced features,
probably because the adaptivity allows them to focus more
on the task itself and not on the available menu elements
[Findlater and McGrenere, 2008b]. Thus it can hamper the
learning of novel user interfaces. However, for seldom used
applications or applications in which the user is already an
expert, no awareness of advanced features is needed.

In this section, we focus on the usability aspect and sum-
marize the main results from user studies reported in litera-
ture. They investigate when an adaptation is useful and how
adaptation has to be designed to improve the usability and
to avoid confusion. The identified factors thereby comprise
presentation as well as competence issues and also influ-
ence the trust in the system. An overview of these factors
can be found in Table 2.

Presentation Spatial Stability
Locality

Competence Accuracy
Predictability

Further factors Interaction frequency
Task Complexity
Average interaction costs

Table 2: Factors influencing the value of an adaptation for
a user

Regarding the presentation of the adaptation, Gajos et al.
[2006] found that spatial stability increases the user satis-
faction and that high locality improves discoverability of
the adaptation, i.e. that the promoted user interface element
appears close to its original position. The spatial stability
is required to enable the user to maintain a mental model of
the application. An example for spatial in/stability are the
Smart Menus used in Microsoft Office, in former versions
they hid infrequently used items from view, which caused
many negative reactions among users due to their spatial
instability, whereas in Office 2007 the menus contain pre-
defined adaptive parts (e.g. displaying the most recently
used items) which seems to have much more supporters.

Another important factor is the behavior of the algorithm
that adapts the UI, i.e. its accuracy and its predictability
(which is of course closely related to the accuracy issue
discussed before). Gajos et al. [2008] found that an in-
crease in each of the factors leads to a strongly improved
user satisfaction. An increased accuracy moreover leads
to improved user performance and more frequent use of
the adaptive part. The increase in accuracy thereby had
stronger effects on user performance, on how often they
utilized it, and on some satisfaction ratings. Another study
by Tsandilas and Schraefel [2005] also showed that par-
ticipants performed faster and utilized the adaptive parts
more often at higher accuracy levels. Further, they noted
that users tend to underestimate the accuracy of algorithms
when the algorithm has a low accuracy (in the study many
users estimated a 60% accuracy with an accuracy of under
50%). Findlater and McGrenere [2008b] also showed that
the accuracy influences the user’s perception of the algo-
rithm’s predictability. Higher accuracy user interfaces were
perceived as more predictable and consistent.

Gajos et al. [2006] state that the interaction frequency
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and the task complexity also play a role in the perceived
value of the adaptation. If the task is rather simple and
largely mechanical interactions need to be performed, the
locality of the adaptation plays a more important role than
for more complex tasks. Further, users are more likely able
to build mental models for applications which are of low
complexity or with which they frequently interact. These
mental models can reduce the positive effect of adaptive
parts if the interaction costs for using the unadapted version
and the adapted version do not differ much, e.g. the amount
of required clicks is about the same.

Another factor that is noted by Gajos et al. [2006] is the
frequency of the adaptation. However, there was no study
that directly compared the influence of adaptation frequen-
cies; this was just concluded from two studies about split
menus2 by Sears and Shneiderman [1994] and Findlater
and McGrenere [2004] that differed in the adaptation fre-
quency and also in the received results. They both compare
non-adaptive menus to an adaptive split menu, whereby
Sears and Shneiderman adapt the elements that are dis-
played only once per user and session, whereas the inter-
face by Findlater and McGrenere can adapt up to once per
interaction. Sears and Shneiderman found that the users
were faster and more satisfied with the adaptive version, in
contrast to the findings by Findlater and McGrenere. How-
ever, the static version that was used by Findlater and Mc-
Grenere is also a split menu containing the most relevant
commands in the usually adaptive part. Thus, it is simi-
lar to the adaptive menu used by Sears and Shneiderman
and is already the best possible single menu for the experi-
mental task. Thus, the adaptive menu in the experiment by
Findlater and McGrenere did not have much of a chance
(see also [Jameson, 2007]). For that reason, we state that
the adaptation frequency just influences the spatial stability
and the predictability of an algorithm, but is no factor on
its own.

A final factor that was not considered by Gajos et al.
[2006] are the average interaction costs. This factor is
especially important in the area of ubiquitous computing
where the interaction costs can heavily vary as not only
standard desktop computers with large screen, mouse and
keyboard are used, but also small screen devices like mo-
bile phones and various input devices like a Wii. Findlater
and McGrenere [2008b] recently showed in a user study
that interaction on small screen devices benefits more from
adaptive menus than interaction on large screens. They
showed that the user’s performance and the utilization of
the adaptive parts increased more for small than for large
screen devices compared to their static counterparts.

5 Summary
In this paper, we gave an overview of the major design
challenges that have to be faced when developing user-
adaptive IUIs. In summary, the following challenges were
identified: Regarding the presentation of intelligent support
mechanisms, special attention has to be paid to the design
of the interaction, that it does not disrupt the user’s normal
workflow and that it is adapted to the specific user needs
and the given situation. The algorithms for computing the
support have to be able to cope with few usage data and
changing user behavior. They should be able to provide

2A split menu is a menu that contains an adaptive part that is
clearly separated from the rest of the menu (e.g. used for selecting
the font in Microsoft Office 2007)

accurate support whenever possible as erroneous support
has a strong adverse effect on the user’s trust in the system.
Other factors that influence the user’s trust are whether the
user feels in control of the system, whether she can under-
stand the system’s behavior and whether the user’s privacy
is sufficiently protected.

As adaptivity plays an important role in user-adaptive
IUIs, we also reviewed the major factors that influence the
benefit of a user interface adaptation. At first, the adaptiv-
ity should be realized in predefined areas, so that the greater
part of the user interface remains stable. If the adaptation
relocates user interface elements, this should be realized
close to their original position to facilitate the discoverabil-
ity. Further, the algorithm used for the adaptation should
provide highly accurate results and the results should be
predictable for the user. If the user knows how to interact
with an application (i.e. interaction frequency and the task
complexity), this can lower the additional benefit which can
be yield from an adaptation. Finally, the interaction costs
influence the benefit of an adaptation: the higher the inter-
action costs, the more does an adaptation pay off.
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[Höök et al., 1996] Kristina Höök, Jussi Karlgren, Annika
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Abstract
Traditional monitoring and user modeling tech-
niques in adaptive hypermedia systems consider
pages as atomic units although different sections
may refer to different concepts. This has been
mainly due to the fact that most user interac-
tions being monitored referred to the request of
a new document and there was too little activity
information to differentiate between sections of
a page. Client-side monitoring can provide ad-
ditional information on user interactions inside
the browser window and may relate them to ar-
eas within a document. A user study was carried
out to show whether and how this data might be
used to identify which parts of a page have been
read.

1 Introduction
It has been a widely accepted fact for several years now
that “the user can prefer some nodes and links over others
and some parts of a page over others” [Brusilovsky, 1996].
Opening a page does not necessarily mean that a user read
all its contents. Consequently, adaptive hypermedia sys-
tems (AHS) should monitor these nodes separately to tell
(a) how much of a page has been read, and (b) what parts
of a page have been read or are of particular interest, espe-
cially if they concern different topics.

Most AHS try to (partially) meet these demands by mon-
itoring requests to the server, which makes it possible to
determine the links a user followed. Nevertheless, concern-
ing text nodes (or links that have not been followed), most
AHS treat pages as atomic items. Elaborate algorithms try
to add additional information to user models by analyzing
requests (e.g. to calculate the estimated “time spent read-
ing” based on the time difference between requests [Farzan
and Brusilovsky, 2005]), but there are hardly any attempts
to treat different parts of a page separately [Hauger, 2008].

The approach put forward in this paper shows how mon-
itoring user interactions inside the browser could help to
overcome these limitations. A user study has been carried
out to determine how users interact and how it is possible
to determine whether a page has been read.

2 Related Work and State of the Art
Traditional user modeling techniques of AHS log requests
of resources on the server and use this information as a
basis for modeling. However, most interactions of users
do not cause requests to the server (mouse movements,
scrolling, etc.) and are therefore not monitored.

Several attempts have been made to use client-side in-
teractions in AHS. Hijikata [Hijikata, 2004] showed that
text tracing, link pointing, link clicking and text selection
are an indicator for interest. Goecks and Shavlik [Goecks
and Shavlik, 2000] defined a “level of activity” based on
mouse and scrolling activities monitored via JavaScript.
They used it for a neural network inside the browser. Hof-
mann et al. [Hofmann et al., 2006] sent timestamps of in-
teractions to the server to calculate periods of inactivity.

Claypool et al. [Claypool et al., 2001] developed “The
Curious Browser” to log interaction events inside the
browser. The results were used to establish a connection
between user interaction and the level of interest. Al-
though this solution is effective, it is not ideal because
in order to be able to use client-side information in com-
mon e-learning situations, additional hardware and soft-
ware requirements should be avoided and standard tech-
nologies should be used for monitoring and transmitting
the data. Putzinger [Putzinger, 2007] used mouse and key-
board events on input elements to determine the “locus of
attention”. This information has been sent to the server to
adaptively provide help.

Nevertheless, most systems referred to pages as a whole.
Differentiating between sections requires new monitoring
techniques. Eye-tracking is one possibility to identify the
locus of attention [Conati et al., 2007]. As the applicabil-
ity of this approach is limited due to additional hardware
and software requirements, other solutions using standard
technologies need to be found.

Client-side user monitoring as described in [Hauger,
2009] is able to (a) retrieve additional information on user
interactions and (b) treat different sections of a page sep-
arately. The work described in this paper tries to find out
whether and how the information that can be retrieved may
be used to determine which parts of a page have been read.

3 Client-Side User Monitoring
In order to overcome the limitations of traditional ap-
proaches using server-side logs as the only source of infor-
mation, the monitoring process itself could be improved by
monitoring activities within the browser window [Hauger,
2008]. For this reason a JavaScript library has been de-
veloped which monitors these client-side events and maps
them to parts of a page [Hauger, 2009].

3.1 Page Fragmentation
Different sections of a page in an AHS might need to be
treated separately. As exact mouse positions might be dif-
ficult to compare and evaluate, alternative segmentation
techniques need to be considered that are robust to changes
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in the size and topology of page elements. The library that
has been developed supports different approaches to split
pages:

• split by vertical position: Independently from the ac-
tual content a page may be vertically divided into k
segments; each one representing 1

k of the page. This
type of segmentation may be used to calculate how
much of a document has been read and it may easily
be applied for static and unstructured pages.

• split by content type: In oder to identify learning style
preferences it is for example possible to monitor im-
ages separately to make assumptions on whether users
prefer textual or graphical content.

• split by semantic meta data available: If there is al-
ready semantic meta data available (concepts, key-
words, etc.), it is possible to monitor items including
such additional information and relate the activity in-
formation to this data.

• split by source: For “composed” pages with items de-
rived from multiple sources it is possible to automati-
cally link user interactions to the original source of the
fragment.

• split by structural information: Structural information
(if available) like headlines may be used to distinguish
between different sections of a page.

• add custom fragments: In addition to all mentioned
splitting techniques, each HTML element may (even
at runtime) be manually defined as a fragment that has
to be monitored.

3.2 Monitored Interactions
As JavaScript is used to monitor interactions, the library
logs the events already available (including mouse moves,
clicks, keyboard activities, scrolling, window resizing and
window events like focus and blur) and uses them for fur-
ther processing (e.g. for mapping positions to fragments).
In addition to those predefined JavaScript events, a num-
ber of custom events has been created; e.g. to identify text
selections (which may be used to identify text tracing) and
inactivity (no interactions for a longer period of time), as
well as to determine events of a temporal basis. The moni-
tored variables in detail:

• visible time: The time a fragment has been visible on
the screen. This can be regarded as a requirement for
reading. Printing a page, saving it for offline use, etc.
may allow to read parts of a text never having been
visible within the browser window, but this may be
regarded as an exception.

• mouse over time: The total time the mouse has been
placed above a specified fragment. Some people place
their mouse above the text they are currently reading.
Therefore this is being monitored to check whether it
can really be used as indicator to identify reading.

• mouse on same y time: The total time the mouse has
been placed within the vertical borders of a fragment.
This is similar to the “mouse over time”, but ignoring
the horizontal position of the mouse. If there is only
one (“main”) column of text (as in the current exper-
iment), the two variables should be similar. For two
or more columns there might be differences, e.g. if
a user always places the mouse on the right side of
the screen, independent from the horizontal position

at which the user is reading. This, however, will be
part of future work.

• number of mouse moves: Amount of mouse moves
taking place above the current fragment. Mouse
moves within 500ms have been regarded as a single
mouse movement. Passing an item with the mouse in
less than half a second has not been counted.

• number of clicks: The total amount of clicks per-
formed on the fragment.

• number of text selections: Counting how often a user
has selected text within a specific fragment.

The main premise of the work described in this paper is that
based on these interactions it should be possible to draw ad-
ditional assumptions on users’ reading behavior, interests,
etc.

4 User Study
In order to determine how client-side user interactions and
reading behavior are related, a user study with 53 volun-
teers has been carried out. The results of client-side user
monitoring should be compared to explicit feedback given
by the users. The main goal was the identification of client-
side user activities that may be used to identify which parts
of a page have been read.

A single page containing a number of news items (20–
23) from an Austrian news page (http://oesterreich.orf.at)
has been provided. Each item consisted of a thumbnail
(width: ≈ 100 − 150px) on the left side and a headline
with 4− 6 lines (≈ 20− 40 words) of additional text (short
summary of an article) next to it. Internally, the page was
split automatically in order to monitor each news item sep-
arately. As the system should focus on interaction informa-
tion that cannot be gained through server-side monitoring,
links to the extended articles were disabled. The page was
updated twice a day to increase the probability users have
not read the news before, which should result in higher in-
terest.

Figure 1: user study: reading and evaluation page

The study itself was entirely anonymous – the partici-
pants were not even asked to enter demographic informa-
tion. Participation was possible via the web. On a first page
the experiment was explained and users were instructed to
read only whatever interested them, as if they were visiting
the news page in a normal context of use.
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While they were reading, their interactions within the
browser were monitored using the library mentioned in sec-
tion 3. Information on the absolute location of events were
mapped to the news items to be able to compare them later
on. The preprocessed events were sent to the server and
stored in a database, as well as the values for the vari-
ables mentioned in section 3.2 (per user and news item).
In addition to this, the total time for a page being requested
was recorded, which is the only information that could have
been retrieved by server-side monitoring as well.

After reading the users were asked to fill a small ques-
tionnaire. For each news item they had to select whether
they read this item, glanced at it or skipped it. The page for
reading and the feedback form are shown in Figure 1.

It has to be stated that the feedback of the users is sub-
jective and there may be differences in what single users
regarded as reading, glancing or skipping.

The evaluation of the results should show how reading
and client-side interactions within the browser are corre-
lated. The final goal is the establishment of an algorithm
that is able to tell with a satisfactory level of certainty
whether a fragment has been read or not. Although the
scope of the experiment is not sufficient for getting exact
values and parameters for an overall algorithm, this user
study should show directions towards creating it.

5 Results
A total of 53 participants completed the questions related to
the news items. They provided feedback on 20 to 23 items,
with an average of 22.32 items. The participants spent, on
average, 2 minutes and 9 seconds reading the news page,
with a standard deviation of 2 minutes and 36 seconds.

The items related to user feedback (item skipped,
glanced or read) were scored in a dummy variable to enable
data analysis. Each feedback option was made into a sepa-
rate variable with a score of either 0 (item not skipped, not
glanced or not read) or 1 (item skipped, glanced or read).
The responses were based on the participants’ subjective
assessment of their own behavior, and thus there might
be differences in what users regarded as read, skipped
or glanced at. For some users, skipping meant not even
scrolling down to the bottom, while others showed quite
some interactions with items they marked as skipped. Ad-
ditionally, “reading” for some users meant “reading care-
fully”, while others marked items as read that were visible
for four seconds only. Nevertheless, the results should be
able to point out how information on client-side interac-
tions could be used to identify reading.

Table 1 displays the minimum, maximum, mean and
standard deviation of all the recorded variables. The ta-
ble shows that the mouse cursor was, on average, just a few
seconds above each item or on the same y-level. The time
items were visible on screen differed widely, with an aver-
age of 25.15s and a standard deviation of 21.14s.

N min max mean SD
mouse time above item 1183 0 63 3.42 5.60
mouse time on same y-level as item 1183 0 64 4.37 5.99
time item is visible in browser window 1183 0 120 25.15 21.14
amount of mouse moves above item 1183 0 30 1.20 2.64
number of mouse clicks on item 1183 0 9 0.11 0.63
number of text selections inside item 1183 0 2 0.01 0.09

Table 1: Descriptives of assessed variables

Finally, more than half of the news items (57%) were
skipped, about one quarter was glanced at (23%) and 20%,
on average, was read by the participants.

The first step in determining which factors influence item
skipping, glancing or reading behavior was to assess the
correlations among the variables. The results can be found
in Table 2. It shows correlations between all the recorded
mouse actions and time measurements and item skipping
or reading behavior. Participants’ glancing behavior is not
correlated with any of the assessed variables. In other
words, item glancing behavior cannot be predicted with any
of the measured variables. All measured variables have a
positive correlation with reading and a negative one with
skipping items. This shows that they might be used to de-
termine whether something has been read or skipped.

A B C D E F
item skipped −.28* −.29* −.20* −.28* −.17* −.06**
item glanced at .03 .04 .02 .03 −.01 .01
item read .31* .31* .23* .26* .22* .07**

A) mouse time above item D) amount of mouse moves above item
B) mouse time on same y-level as item E) number of mouse clicks on item
C) time item is visible in browser window F) number of text selections inside item
∗ significant at 0.01 level (2-tailed) ∗∗ significant at 0.05 level (2-tailed)

Table 2: Correlations among variables

However, the direct correlation between the assessed
variables and reading behavior is not very strong, which is
due to the fact that reading an item does not necessarily re-
sult in observable interactions. Nevertheless, the variables
may be used as unidirectional indicators for reading behav-
ior. One example is the selection of text. If text has been
selected, the item has definitely not been skipped. How-
ever, as in 99.7% of the presented items no selection of text
took place, the lack of text selections does not give any in-
formation at all.

Similarly, all assessed variables have been analyzed to
find implications to be derived from the observed data. Ta-
ble 3 shows how often information on client-side behav-
ior could be retrieved and how measuring interaction times
or the occurrence of interactions were related to users’ re-
sponses on whether an item has been read.

mouse
over

mouse:
same y

visible
time

mouse
moves

mouse
clicks

text:
select

value > 0 57.3% 74.1% 94.2% 35.6% 5.4% 0.3%

Total percentage of items where client-side data could be retrieved

mouse
over

mouse:
same y

visible
time

mouse
moves

mouse
clicks

text:
select

read if 0 12.9% 12.7% 1.4% 14.0% 17.1% 19.8%
read if > 0 25.2% 22.5% 21.1% 30.6% 70.3% 75.0%
glanced if 0 21.8% 17.3% 2.9% 24.0% 23.2% 22.9%
glanced if > 0 23.7% 24.9% 24.1% 20.9% 17.2% 25.0%
skipped if 0 65.3% 69.9% 95.7% 61.9% 59.7% 57.3%
skipped if > 0 51.0% 52.7% 54.8% 48.5% 12.5% 0.0%

Total percentage of items having been read / glanced at / skipped depending on whether
client-side monitoring returned a value > 0

Table 3: Occurrence of interactions

Generally it may be said that the observation of client-
side interactions at least doubles the probability that an item
has been read. 80% of the items with no monitored interac-
tions or an interaction time < 0.5s (rounded to 0) have not
been read and most of them have been skipped.

However, half of the items where interaction times have
been measured or mouse moves have been monitored have
been skipped as well. Therefore, the second part of the
current section consists of a closer analysis of the assessed
variables and should show how higher activity values corre-
spond to a higher probability that something has been read.
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Analyzing Mouse Over Time 52.8% of all items that
have been read had a mouse over time of more than 3 sec-
onds. Items with a total mouse over time of more than 8
seconds (12.9% of all cases) have a 0.50 probability of hav-
ing been read and a 0.77 probability that the item has not
been skipped.

As shown in Figure 2 a higher mouse over time goes
along with a higher probability that an item has been read.

Figure 2: correlation of mouse over time and reading

Analyzing Vertical Mouse Position The time the mouse
cursor has been placed at a vertical position within the bor-
ders of the news item is similar to the mouse over time and
therefore the results as well (see Figure 3).

Compared to the mouse over time, the probability of the
mouse never having been on the same y position as an item
is lower (of course; as hovering an item implies that the
mouse is also on the same vertical position). Comparing
mouse over < 1s and same y < 2s both cover more
or less the same test cases. Generally, the small differences
between mouse over time and the vertical mouse position
lead to the assumption that users that placed their mouse
cursor inside the page tended to place it above the news
items. However, this effect might have been different if
more items had been placed next to each other on the same
vertical position. Further work needs to be done to tell
whether the y-position of the mouse or exact hovering is
more significant in a different context.

Figure 3: correlation of vertical mouse position and reading

Analyzing Visibility Time 81.1% of the items that have
been visible for less than 5 seconds (13.4% of all cases)
have been marked as skipped. The probability that an item
has not been read (i.e. skipped or glanced at) if it has been
visible for less than 5 seconds is 0.93. Only 1% of all items
have been marked as read and were visible for less than 5
seconds (no surprise as items have to be visible to be read).

Other than this the visibility time does not provide any
relevant information. As shown in Figure 4 the probability
that an item has been read increases only slightly with a
higher visibility time. This increase is definitely not suffi-
cient for drawing further conclusions.

Figure 4: correlation of visibility time and reading

Nevertheless, taking into account the screen size and
consequently the number of items displayed at the same
time, it might have been possible to derive a weighted met-
ric combining visible time with screen size that might have
been more informative the the time by itself. Moreover, the
relative position of the item within the screen might give
additional information if it can be found that for instance
users tend to read text that is displayed in the center of the
screen. These two aspects will be considered in future ex-
periments.

Analyzing Mouse Moves 91.1% of the skipped items
had only 2 or less registered mouse moves and 98.5% of all
skipped items had 5 or less registered mouse moves. More-
over, 54.8% of the items that have been read had at least one
registered mouse move. No registration of mouse moves is
a good indicator for having been skipped and a high amount
leads to the assumption something has been read. Only
0.8% of all monitored news items have been marked as
skipped despite having more than 5 mouse moves.

Detailed information can be found in Figure 5.

Figure 5: correlation of the number of mouse moves within
a news item and reading

Analyzing Click Events Only in 5.4% of the cases clicks
have been registered. However, 70.3% of them have been
marked as read. Only 0.7% of the test cases showed clicks
despite having been marked as skipped. This shows that
although clicks do not occur frequently, they are a strong
indicator that something has been read.
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Analyzing Select Events As already mentioned, text se-
lections occur even less frequently than click events (only
0.3% of all test cases). Nevertheless, text selections are the
strongest indicator for reading and none of the items where
text selections took place has been marked as skipped.

6 Towards an Algorithm
The results of this user study show that information on
client-side user interaction is definitely suited for deter-
mining which parts of a page have been read or skipped.
However, the observed variables provide different types of
information. In some cases (especially interaction times)
the lack of information is an indicator for skipping, in oth-
ers (especially interactions) there is little probability that
something can be observed, but if interactions have been
monitored they serve as an indicator for reading. The vis-
ibility time works very well for identifying skipped items,
but high visibility times do not really increase the probabil-
ity that an item has been read (although, as discussed in the
previous section, this effect might be reduced by consider-
ing the size of the browser window and the relative posi-
tion of the items within). Clicks and text selections help to
identify read items, but do not work for identifying skipped
items.

Based on this information it may be said that when look-
ing for an algorithm returning a probability that an item
has been read, linear algorithms are definitely not the best
choice. Linear models can still be informative though in
terms of the viability of using specific factors and indices
into the algorithm. To explore this premise we started
our analysis using the following composite metric (which
was only intended to give a quick impression on whether
the variables might be suited to analyze reading behav-
ior): (1 + mouse over time) ∗ (visible time) ∗ (1 +
mouse moves) ∗ (1 + clicks). The value for the mouse
on the same y position is part of the mouse over time and
text selections hardly ever occurred, so these two variables
have been left out. If the visible time is 0 the item can
be regarded as skipped, but for all other variables even a
value of 0 could mean it has been read – depending on the
other variables. Therefore those variables have been added
with 1. Using this simple algorithm 68% of all read items
had a value above 108 and 68% of the skipped items had
a value below 108. These values are of course specific to
the experimental data at hand, and would in all likelihood
differ significantly in other cases. However, the results do
indicate that these factors do indeed have discriminatory
capacity, and, possibly in an appropriately weighted form,
can indeed be used as the basis for an algorithmic approach.

Having established at least some of the factors that an
algorithm could incorporate, we turned our attention to the
nature of the algorithm that could be used to identify page
segments that had been read. The primary design require-
ments were:

• real-time: The algorithm should be fast enough to pro-
vide just-in-time information for several users while
continuously monitoring user interactions.

• predictive: The algorithm should be able to handle
continuously updating information without relying on
an analysis after a user left the page.

• white box: The algorithm should consist of semanti-
cally understandable parts in order to be able to extend
the algorithm and add factors later (or set different fac-
tors for different contexts).

Based on these requirements we decided to direct our at-
tention to rule-based approaches, Bayesian networks and
decision trees, as well as hybrid approaches comprising the
above and potentially complementary ones as well.

In order to find a more appropriate algorithm the open
source data mining software Weka [Witten and Frank,
2005] has been used applying different machine learning
algorithms for classification. This software may be used to
automatically generate models for classification algorithms
by using a subset of the raw data. The other part of the
raw data is used to evaluate the deriving models in order to
determine how well data sets can be classified. The exact
way in which the data set is split affects the performance of
the algorithms. Therefore, a 100-fold cross validation has
been used, i.e. the data set is randomly split 100 times and
the result refers to the average value for all test cases.

The data from the user study was used to get an algo-
rithm for predicting whether an item has been read fully
or not. For the purposes of the analysis presented herein,
“glanced at” and “skipped” have been combined to a sin-
gle group. For each of these two classes the number of
correctly classified items has been calculated as well as
the precision (the probability that the item has really been
read / not read, if the algorithm classified it this way).

Most algorithms had an overall precision of ≈ 80%.
They showed good results especially for identifying items
that have not been read. More than 95% of the “not read”
items have been classified correctly (with an overall preci-
sion above 80%). However, the algorithms were less suc-
cessful in identifying items that have been read. The total
precision for items classified as “read” was ≈ 60%− 70%
and only 15%− 30% of the read items have been correctly
classified as read.

As an example three different classifiers will be dis-
cussed in details. They have all been tested using a 100-fold
cross validation in Weka. The results are listed in Table 4.

One simple approach for classification is a rule based
algorithm:

read =
(mouse_moves >= 2 && same_y >= 13) ||
(visible_time >= 17 && clicks >= 1)

The highest precision for read items was reached by the
Bayesian Network shown in Figure 6. On the other hand it
only classified 16% of the read items correctly.

Figure 6: model for setting up a Bayesian Network

The highest average precision and the highest percent-
age of correctly classified read items was reached by the
decision tree shown in Figure 7.

The above results clearly indicate that more work needs
to be expended in devising a generic algorithm, as well as in
understanding how different interaction- and context- char-
acteristics influence the significance of the identified fac-
tors (and of how to incorporate these varying levels of sig-
nificance in the algorithm itself). Nevertheless, the results
seem promising in terms of being able to use client-side
interactions to make assumptions on reading behavior.
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Figure 7: decision tree

rule-based Bayesian Net tree-based
correctly classified read 25.8% 16.1% 30.5%
correctly classified not read 96.0% 98.4% 95.8%
correctly classified (average) 82.0% 82.0% 82.8%
precision read 61.6% 71.7% 64.3%
precision not read 83.9% 82.5% 84.7%
precision (average) 79.4% 80.3% 80.6%

Table 4: performance of different classifiers in Weka

7 Ongoing Work and Future Perspective
As a next step an experiment comparing the current work
with eye-tracking will be performed. This should show
how mouse positions are related to the locus of attention
and whether client-side monitoring could provide parts of
the information available through eye-tracking. Moreover,
it should show whether users have preferences concerning
the relative position of what they are currently reading (i.e.
whether they focus more on elements that are displayed at
the center of the screen). If this is found to be relevant,
the library will be extended to monitor the relative position
of page fragments on the screen and get more fine-grained
information on the visibility time.

Furthermore, the library will be extended to get more
fine-grained information on user behavior. This includes
monitoring the scrolling speed and the size of the browser
window. As the number of items visible in parallel depends
on the window size (e.g.: big screen vs. mobile device),
this may help to better use the visible time (fewer items
on a screen increase the probability for a single one being
read). Moreover, client-side monitoring should be used in
different contexts; the way of reading a news page may be
different from reading text in an e-learning course.

As a strong correlation between “mouse over” and
“mouse on same y” has been found, it has to be tested
whether this is also true if several items are placed at the
same vertical position or whether it is possible to ignore
information on the horizontal position of the mouse.

Another important factor for future research is the length
of the text within a single item. This length is important to
estimate the time required for reading. For the current ex-
periment only elements of almost the same structure and
length have been used to reduce the complexity of the test.
The average reading speed as well as the estimated personal
reading speed in relation to the length of the text comprised
by a monitored page fragment are additional factors that we
believe may need to be considered as factors and incorpo-
rated into the algorithm. Based on the estimated required
reading time the visibility times and interaction times could
possibly provide additional information.

The main work however lies in the further development
of an algorithm (or a number of algorithms that work for
different contexts). The results of this work should be in-
tegrated into a version of AHA [De Bra and Ruiter, 2001]
running in the open source learning platform Sakai [Sakai,

2009] to provide the findings of ongoing research for a
larger audience and help to improve existing AHS.
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Abstract
Business processes are a widespread approach
to managing and planning organizational activi-
ties. However, human work practices often dif-
fer from structured, formal process descriptions.
Knowledge on process variations therefore be-
comes a key aspect in enacting and controlling
business processes. Such knowledge usually is
informally documented. Traditional paper, car-
rying handwritten information, still serves as
one of the prevalent media in this context. Even
in computer supported work environments, pa-
per based documents are still common in pro-
fessional settings. As a solution to the problem
of integrating handwritten, informally specified
knowledge into business processes, the concept
of unstructured interaction is introduced and
elaborated.

1 Introduction
Contemporary Business Process Management (BPM) solu-
tions rely upon formal process models. On the one hand,
formal process models alleviate the mapping from process
to information technology, thereby providing a huge poten-
tial for efficiency gains. On the other hand, they impose
severe constraints for human actors involved in the pro-
cess. In reality, people tend to vary the routines, make con-
cessions and negotiate informally. These work practices
should actively be supported by business process manage-
ment solutions [18]. Current systems, however, offer no
satisfactory support for such practices.

People document knowledge on process variations in
an unstructured, informal way, e.g. as notes, post-its or
sketches. Paper in general and handwritten documents
in particular – in computer supported work environments
complemented by electronic notes, memos and even emails
– are still common in this context, due to their flexibility
and ease-of-use [14].

Looking at business processes and the role a human ac-
tor plays in these processes from an organizational per-
spective, allows for easier management of an organization’s
processes. In reality, however, a single person is simultane-
ously involved in various processes, she even plays several
roles in a single process. This requires a new modeling
perspective, focusing on the individual involvement in pro-
cesses [5].

As a result, knowledge documented by individuals is
subject to the very same conditions: A post-it on an em-
ployee’s desktop could convey information on any of the

current processes this employee is involved in. Information
might be spread on several separate locations and media,
jointly representing knowledge relevant to a single busi-
ness process, or a combination of the processes a person
is involved in.

This leads to the question: How could the process man-
agement solution benefit from the informally specified, het-
erogeneously documented knowledge acquired during the
process of regular human work?

As solution, the concept of unstructured interaction is
introduced. Conveying information to contribute knowl-
edge to a business process is regarded here as a form of
interaction with the process itself. There are no constraints
on the contents, form or location of information, so it is
unstructured in its nature. This unstructured interaction
can be decoupled from the current state of the process and
the medium used to interact with and subsequently be re-
integrated into the process, using process and user context
models combined with a semantic analysis of the contents
of information. It is therefore also unstructured regarding
to the structured process.

2 Scenario
To illustrate the concept of unstructured interaction in busi-
ness processes, consider the example of Sally and Tom.
Tom is an employee working as floor man in a large gro-
cery store. Sally is a customer in the very same store. From
the perspective of the store keeper, both participate in the
business process of selling goods. Sally in the role of an
external actor (customer) and Tom as an internal actor (em-
ployee).

Sally is a working mother of three children, she has only
limited time resources for grocery shopping and needs to
plan her tours. As a result, Sally relies on a handwritten
grocery list to organize her shopping. She tried organiz-
ing these shopping tours on her smart phone, but eventu-
ally fell back to the handwritten list which allows for easier
and more natural planning. Today, Sally enters her favorite
store and discovers an information sign telling her of a new
digital grocery shopping assistant offered by the store.

Curious, Sally reads more information about the pro-
gram. It turns out that the store offers an application Sally
might load on her smart phone, capable of aiding Sally’s
shopping tour by revealing the location of goods and doing
some approximate pricing calculation for her. This all will
be performed based on her grocery list. In turn, the store re-
quires the permission to evaluate Sally’s anonymized shop-
ping behavior and her grocery list. The only requirement
for participation is the possession of a smart phone and a
digital pen. Luckily Sally has both.
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She decides to use the added value application offered
by the store. To communicate this, she confirms it on her
smartphone. As Sally already wrote her grocery list using
her digital pen, she can start using the new application im-
mediately. Behind the scenes, the data on Sally’s digital
pen (her grocery list) is transferred to the smartphone. She
simply starts shopping as usual.

Meanwhile, Tom started filling the store’s racks with
items. When he went to the storage room to refill the milk
stock in the store, he discovered that the milk had acci-
dentally been delivered after the best-before date had ex-
pired. The pallet actually showed a different best-before
date than the individual cardboards. Tom decides to leave
the milk in the storage room, as it cannot be sold anyway.
He marks the damage on the checklist form he uses to track
his work when filling the stores racks. The checklist, has
no special rubric called ”damages” or even ”comments”.
So Tom crosses out the milk, and writes a short note be-
sides it (“Milk tainted”).

While Tom was busy in the storage room, Sally con-
tinued her shopping tour in the store. Eventually she ap-
proaches the rack supposed to contain the milk. Sally notes
that there is no milk left on the rack, although she intended
to buy some and therefore wrote it on her grocery list. So
Sally notes the missing milk on her grocery list with a small
cross-sign, differentiating it from the other items she found.

At this point, Sally returns home as an unsatisfied cus-
tomer, while Tom proceeds with filling the racks in the
store. Eventually, after Tom finished his tour, he reports
the situation to the store manager. The store manager files
a complaint for the damage and orders another milk pallet.
This pallet is delivered the next morning, because of the
evening delivery truck just having left its station.

If the handwritten annotations could have been pro-
cessed as unstructured interaction, the business process
management system would have been able to react more
quickly. Tom’s annotations would have been processed
immediately and forwarded directly to the store manager.
She would have been able to order the new delivery for the
same evening. Sally’s intelligent shopping assistant could
acquire the information of Sally’s desire for milk, which is
currently unsatisfiable. So it could present her with alter-
native suggestions through her smart phone, for example
directions to the next store, or the time milk will be avail-
able again in this particular store.

3 Related Work
Related work essentially falls into either of the following
three categories: Business Process Management in general,
the role paper documents play in current business processes
and pen and paper based interaction between a person and
a digital system.

3.1 Business Process Management
In the 1990’s, the concept of business processes began
to appear in literature and research [20] to describe and
manage organizational activities or even construct com-
plete business-process-centric organizations. Although no
common agreement on the definition of the term Business
Process exists due to different possible levels of abstrac-
tion, empirical studies indicate that the understanding of
business process in industry involves three perspectives: i)
structured processes allowing for easier management, ii)
methodologies to achieve business goals and iii) sociotech-
nical constructs with a focus on human interactions and re-

lationships [20]. As a result of their aforementioned stud-
ies, Vergidis, Turner and Tiwari point out that a strong pref-
erence towards the first perspective exists amongst queried
companies.

A widely accepted definition of Business Process Man-
agement (BPM) has been provided by van der Aalst, Hof-
stede and Weske. They defined it as

Supporting business processes using meth-
ods, techniques and software to design, en-
act, control and analyze operational processes
involving humans, organizations, applications,
documents and other sources of information
[19]

Based on this definition they described a business process
management system as a software system driven by explicit
process designs serving to enact and manage operational
business processes [19].

A common problem that business process management
systems have to deal with, are variations. People do not al-
ways follow structured routines, they tend to vary such rou-
tines when encountering exceptional conditions. However,
tracking or even managing variations in a business process
management system proves to be challenging. Recent ap-
proaches therefore focus on bottom-up concepts, shifting
the focus from the organizational to the individual perspec-
tive of users (e.g. [18], [12]).

An individual perspective allows for taking the interac-
tion between persons and business processes into account.
Genovese, Comport and Hayward described the changes of
processes based on the actions of process actors as person
to process interaction [5] and emphasized the need for such
concepts in BPM systems. Their informal definition of per-
son to process interaction served as basis for the view taken
in the presented approach.

3.2 Paper as Medium in Business Processes
Writing on paper essentially serves conveying information,
either focused on temporal (e.g. documentation), spatial
(e.g. writing a letter) or social (e.g. communication, collab-
oration) aspects. With traditional paper still being a preva-
lent medium in business processes [14], conveying written
information is an essential part of current work practices.
Professionals, especially knowledge workers, tend to use
handwriting for informal note taking [4].

Traditional paper affordances are numerous. Paper pro-
vides a very robust, flexible, mobile and cheap medium
compared to most digital systems [14], allowing instan-
taneous interaction without annoying start-up times [21].
However, digital systems offer also clear advantages when
it comes to information management, hyperlinking, com-
munication etc. least to speak of processing and compu-
tation capabilities. Integrating both worlds, bridging the
gap between the physical information documented on tra-
ditional paper and the information stored and managed in
digital systems, has been the goal of many approaches (e.g.
[21], [17], [6], [10]).

3.3 Pen and Paper Based Interaction
Pen and paper based interaction (PPI) describes a form of
interaction between a user and a digital system using paper
and a digital pen as input media. A digital pen essentially
is an ordinary pen capable of tracking its movements either
in relation to other media (e.g. paper or a display device)
or in an absolute fashion. Whether a user actual inks the
document, i.e. physically alters the structure of paper by
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letting ink colorize certain locations, depends on the type
of interaction. Gesturing on paper without inking also falls
in the category of PPI. An empirically validated set of ba-
sic interactions between users and digital systems through
usage of paper and digital pens can be found in [17]. Addi-
tionally, a set of potential usage scenarios for pen and paper
based interaction techniques is described in [4].

The Anoto Pen
Digital pens facilitate pen and paper based interaction. A
prominent example for such a digital pen is the Anoto pen
[1]. It is employed in most current PPI based user interfaces
([21], [17], [6], [10], [16]). To track pen movements, this
technology relies on a proprietary dot-pattern. The pattern
is printed onto traditional paper. A camera built into the
Anoto pen scans the page for this dot pattern. Based on the
scanned dots, the absolute position of the pen on paper can
be determined. It is even possible to uniquely identify the
page the pen is moving on.

Anoto based interaction allows more than conveying in-
formation on paper through inking, which then is trans-
ferred into a digital system. Gesture systems have been
built to allow control of digital functionality thus narrow-
ing the gap between the physical and digital world even
further (e.g. [8], [17]). However, a problem special to
pen and paper based interaction is the feedback channel.
While the pen itself potentially leaves physical marks on
paper by inking it, providing digital feedback requires ad-
ditional concepts. To compensate this, Liao, Guimbretière
and Loeckenhoff designed a prototypical extension to the
digital pen, which is capable to provide visual, acoustic
and haptic feedback [9]. Newer digital pens also employ
similar feedback mechanisms [13].

3.4 Summary
If a business process management system supports pen and
paper based interaction, information conveyed on paper
could be integrated into the process using unstructured in-
teraction. Beaudouin-Lafon described two essential levels
for analysis and design of interaction between a digital sys-
tem and a person [3]. Interaction paradigms provide a user
centered high-level conception of the phenomenon of inter-
action, while interaction models offer operational descrip-
tions of the course of interaction. Interaction models, such
as for example instrumental interaction [2] or direct ma-
nipulation [15], provide guidelines for interaction design.

Reality based interaction provides a conceptual frame-
work on a higher layer of abstraction [7], a specialized view
on interaction between people and digital systems designed
to conceptualize evolving interaction techniques. However,
none of these approaches is suitable to describe the concept
of unstructured interaction as presented in this paper.

4 Unstructured Interaction
Unstructured interaction essentially provides a different
view on the course of interaction than traditional ap-
proaches. It differs mainly by not assuming that there is an
underlying structure for interaction, a common language
both interacting entities are required to understand com-
pletely. Instead it assumes that one entity acts and the other
entity reacts based on its interpretation of this action. In
the following, this concept is elaborated on with the goal to
derive a definition of unstructured interaction by discrimi-
nation.

4.1 Structured Interaction
Interaction describes a phenomenon where the actions of
two entities mutually affect each other. In case of interac-
tion between a person, referred to as the user, and a digital
system, the actions of the user affect the internal state of
the digital system, while the perceived system state affects
the actions of the user. The hardware and software compo-
nents allowing the user to interact with the digital system
are commonly referred to as the user interface (UI).

Traditional UIs, such as the widely known graphical user
interfaces (GUI) predominantly employed in today’s com-
puter systems, restrict the possible way’s of interaction.
Only a limited set of control actions is supported and their
affordances are exposed by the system. The UI thus ideally
provides a set of necessary and sufficient actions to control
the system, a control language the user needs to understand.
In the following, interaction based on such a concept is re-
ferred to as Structured Interaction. An example for UIs
based on structured interaction are today’s (still) predomi-
nant WIMP interfaces (Window, Icon, Menu, Pointer).

A drawback of such an approach is that only those ac-
tions the UI designers considered are supported. Further-
more, mechanisms to distinguish valid actions from invalid
ones are needed. Designers need to pay attention that the
affordances communicated by the system and controls pos-
sible through its UI match (c.f. Norman’s Gulf of Execu-
tion[11]) and that no illegal states are possible.

4.2 Unstructured Interaction
Unstructured Interaction takes an alternative approach to-
wards the problem. No structuring of the interface by active
restriction is presumed. Users might express their inten-
tions only limited by the physical constraints of the user in-
terface: the system strives to understand the actions of the
user and interprets them. UIs based on natural language
processing provide an example for user interfaces of this
category. The problems for the designer shift form restric-
tion and affordance control, to understanding. This leads to
our definition of unstructured interaction:

Unstructured interaction describes interac-
tion which is not based on the underlying struc-
ture of a formal language completely under-
stood by interacting entities. Interacting enti-
ties strive to understand each other by interpre-
tation, resembling the informal form of human
communication.

Following Beaudouin-Lafon’s approach to analyze the
phenomenon of human computer interaction [3], the prin-
ciple of unstructured interaction encourages the computer-
as-partner interaction paradigm. In such an interaction
paradigm, the user delegates tasks to the computer. How-
ever, UIs designed to support unstructured interaction
might also be employed in systems supporting different in-
teractions paradigms (i.e. computer-as-tool, computer-as-
medium).

4.3 Unstructured Interaction in Business
Processes

Bringing information conveyed on physical documents into
intelligent business processes essentially forms an interac-
tion between a person and a process. The person, with re-
spect to the process here referred to as actor, conveys some
information relevant to the process. The process reacts to
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Information

Context

Figure 1: Interaction between persons and business pro-
cesses

this information, meaning that its further flow of execu-
tion depends on the information. This in turn affects the
actor by changing her context, as she is playing a role in
the process. Consequently, the actions of two entities mu-
tually affect each other, as shown in Figure 1 and we can
speak of interaction. Following the terminology introduced
in [5], such interaction is here referred to as person to pro-
cess interaction. BPM systems designed to support intel-
ligent business processes have also to provide support for
person to process interaction: an appropriate user interface
is needed.

Using structured interaction in person to process interac-
tion means that the information conveyed needs to be for-
malized. However, formalization contradicts the informal
way information is gathered and documented throughout
the process of work and results in loosing part of the infor-
mation. Only those interactions the system designer con-
sidered beforehand are allowed, which is by definition not
the case under exceptional conditions.

Person to process interaction based on the concept of
unstructured interaction contributes to the solution of such
problems. User actions are interpreted by the system. It
analyzes information obtained from user actions, generates
knowledge on the current situation and re-integrates this
knowledge into the managed process. Although the sys-
tem itself is unable to process information it cannot under-
stand, the borders which information potentially could be
included at which point in time would become softer.

4.4 Pen and Paper based Interaction (PPI) in
Business Processes

The absence of a formal structuring for the contents of
blank paper (“what” can be written on it) serves the need
to convey any desired information. For example, engineers
might convey information consisting of a mixture of mathe-
matical formulae, technical drawings and written sentences
to document a specific design idea. A text entry field on
their computer or smartphone simply does not allow to do
so, unlike an empty sheet of paper.

Recent studies corroborate this. Chapman, Lahav and
Burgess report in their field study on handwritten documen-
tation practices in enterprises a free mix of text, drawings,
mathematical symbols and drug or term abbreviations, and
a distribution of information on many, sometimes casual,
paper artifacts [4].

Paper is commonly used in current work practices [14].
A lot of information important to business processes re-
sides on paper artifacts. Thus it cannot be accessed by
the business process management systems employed. In-
formation conveyed on paper artifacts is heterogeneously
documented, informal and unstructured. Hence it can be
concluded that pen and paper based interaction between a

person and process needs a user interface based on an un-
structured interaction concept, rather than limiting the po-
tential by artificially structuring the interaction. The system
needs to understand as much as possible of the information
conveyed by the user, without the guarantee to understand
the complete information.

5 Support of Unstructured Interaction in
Business Processes

Granted that interfaces based on the concept of unstruc-
tured interaction contribute to the solution of integrating
knowledge in business processes, the question remains how
to realize such interfaces. How would actual system sup-
port be realized? How could the sheer complexity of infor-
mally specified information be handled?

The central idea to reduce complexity is to take the con-
text of interaction into account. Formal process descrip-
tions of business processes being executed provide such
structured context. It can be assumed, that the current tasks
an individual person is involved in are available. Based on
these individual tasks, the interaction itself can be inter-
preted and related to the ongoing activities. So the formal
process description provides a structural framework for in-
formal information.

5.1 The Interaction Processing Pipeline
As shown in section 4.4, pen and paper based interaction
(PPI) provides an example of unstructured interaction in
the domain of business processes. Figure 2 displays the
relevant aspects of unstructured interaction support for pen
and paper based interaction. As you can see, realizing un-
structured PPI involves the following steps

(i) Process

(ii) Understand

(iii) Integrate

Processing describes the conversion of raw inking or
gesture data to meaningful constructs. Samples of pen po-
sitions are transformed into strokes and gestures. Strokes
and pen movements on a document are segmented into ar-
eas containing drawings, written information, formulae etc.
Knowledge on the process context could already be used at

Process

Understand

Integrate

Information Effects

Figure 2: The interaction processing pipeline for pen and
paper based interaction in business processes
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the processing stage to identify written objects. For exam-
ple, if a sales agent inks a note while she discusses some-
thing with a client on the phone, the information might
more likely be text than formulae.

Understanding takes the processed information and in-
terprets it. Information is placed in the context of current
processes and a semantic model of this information and its
relation to a current process is derived. Then the appropri-
ate processes to which this information might be relevant
are identified. Naturally, this step also relies on the current
process context.

Integrate finally uses the semantic information model
and the process context to integrate the information into
the process. The general process model and its currently
running instance are analyzed and the optimal type of inte-
gration is determined. Such integration might for example
be choosing an alternative flow, firing a process event or
altering a process artifact (i.e. a document).

A business process management system supporting un-
structured PPI will have to address these issues. It needs
to employ an information or rather interaction processing
pipeline and adequate business process context models.

5.2 User Based Perspective
It has been shown, that a user centric perspective in busi-
ness process management based on the work of individuals
involved in process provides several benefits [18], [12], [5].
Following a user centric approach to realize person to pro-
cess interaction based on the concept of unstructured inter-
action therefore requires the business process management
system to take the multiple roles a user might play in sev-
eral business processes into account. The motivation and
rationale behind user participation in the business process
is another relevant aspect contributing to context informa-
tion.

Essentially, users, or to be precise actors, in business
processes could be grouped based on their motivation or
goals into

(i) internal actors

(ii) external actors

Internal actors are entities carrying out work activities
with the goal to advance the business process. Incremental
advancement ultimately results in the completion of a busi-
ness process. In typical constellations such actors are em-
ployees or systems of the organization executing the busi-
ness process, although exceptions are thinkable. Goals of
internal actors are related to the goals of the business pro-
cess as a whole generally speaking. On the contrary, Exter-
nal actors are entities carrying out activities based on goals
unrelated to the goals of the business process. Such actors
are in most cases customers or external systems.

Interaction between the process and a user depends on
the role this user assumes. Consider internal actors, which
contribute to the advancement of a business process inten-
tionally. Therefore the state of a current process instance
provides a strong indicator for processing of information
written by internal actors.

External actors might also convey written information.
In their case, the state of an organizations business pro-
cesses does not necessarily provide an indicator for the con-
text of written information. However, compared to infor-
mation conveyed by internal actors, their information might
not be as relevant regarding the business process.

Based on the user role, two complementary use cases
for unstructured pen and paper based interaction in busi-
ness processes can be identified. They are illustrated in the
scenario in section 2. Although this selection of use cases is
far from complete, it illustrates usage of the same concept
in two complementary applications.

The first use case shows how internal actors annotate
documents with information relevant to the process (c.f.
Tom and the comments he made). The second use case de-
scribes integrating informally specified information from
external sources (c.f. Sally and the grocery list). Both
are merged into a single scenario, to illustrate the inter-
connection between informations and several simultane-
ously executed processes (c.f. the supermarket’s process
and Sally’s personal shopping process).

6 Conclusion and Research Perspective
The contributions of this paper are twofold. First, the
concept of unstructured interaction was defined and elab-
orated. Its importance and applicability in integrating
handwritten information into business processes was high-
lighted. Second, an initial guideline for the design of busi-
ness process management solutions based on such an in-
teraction concept has been proposed. Relevant processing
stages for handwritten information in business processes
have been pointed out. Such processing bases upon the
structural framework provided by a formal process descrip-
tion employed in the business process management system.

The key questions for further research on the subject
are oriented on the three aspects introduced in section 5.
i) Concepts to process and model information conveyed
on paper are needed. Even at this early stage the role of
the process context and its potential impact has to be re-
searched. ii) The question how to understand such infor-
mation in the process context needs to be addressed. iii)
An adequate approach to integrate this information into the
business process will be needed.
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Abstract 
In this paper we present ongoing research about a support-
ing framework that improves Group Support Systems 
(GSS) for Collaboration Engineering (CE). CE uses a 
pattern design approach which allows groups with no de-
sign skills, and only limited facilitation skills, to design 
and execute efficient and effective collaboration proc-
esses. Our research tries to use Web-based GSS technolo-
gies to support the CE approach. We assume that Social 
and Semantic Web technologies could enhance CE pro-
viding relational (formal rules) and shared information 
(community experiences). This leads to a new GSS ap-
proach that supports groups in designing and executing a 
collaboration process considering users contributions for a 
structured collective knowledge sharing process.  

1 Introduction 
Collaboration is a social and interactive process, where 
participants join efforts toward a group goal. The out-
comes of a collaboration process can be affected by indi-
vidual, group-related, organizational and social factors. 

1.1 Collaboration Science 
Collaboration Science studies these factors and develops 
concepts and methods that support collaboration work by 
assisting a group in combining the potential and expertise 
of the participants. A technical support is represented by a 
Group Support System (GSS) that offers a variety of tools 
that link a group via computers and assists them in struc-
turing activities and improving communication [Nuna-
maker et al., 1991]. This group-oriented framework al-
lows the participants to work collaboratively toward a 
goal via the web by sharing and creating information si-
multaneously. However, research indicates that facilita-
tion is a key success factor in the use of GSS [Nunamaker 
et al., 1997], as it is difficult for groups to appropriate the 
GSS technology by themselves. Experience is necessary 
for the design of a collaboration process, its implementa-
tion in a GSS, and the facilitation during the process itself. 
For this reason, organisations use professional facilitators, 
who are experts in the design and execution of collabora-
tion work and can improve group productivity. Skilled 
facilitators can be expensive and as a result most organisa-

tions cannot benefit from facilitation intervention [Briggs 
et al., 2003]. The challenge is to find a way to design and 
execute an efficient and effective GSS-based collabora-
tion process, which places no design skills, and low de-
mands on the facilitation skills of the group.  

1.2 Collaboration Engineering (CE)  
Collaboration Engineering (CE) is an approach to design-
ing and deploying collaboration processes for high value 
tasks which are a frequent part of routine work practices 
of an organisation [De Vreede et al., 2005]. An example is 
the innovation process which creates substantial value for 
organizational stakeholders. CE intends to enable an or-
ganisation to increase the quality of collaboration for this 
kind of recurring mission critical task in the organisation. 
The premise of this approach is that for recurring collabo-
ration processes, ongoing professional facilitation support 
is too expensive. Therefore, the preparation and design is 
done by a collaboration engineer (expert facilitator). The 
resulting design can be transferred to a practitioner (a do-
main expert in the organization), who should be able to 
guide a group of participants to achieve its goal in a satis-
fying way. The requirements for the collaboration process 
design, are recognized by the practitioner who has no 
deep knowledge in designing the process, and only limited 
facilitation skills. Therefore, CE uses a pattern approach 
to subdivide and classify collaboration processes into five 
key patterns of collaboration, which together form a pat-
tern language for group collaboration [De Vreede et al., 
2005]: 

1. Diverge: Move from having fewer to having more 
concepts. 
2. Converge: Move from having many concepts to a 
focus on and understanding of a few deemed worthy of 
further attention. 
3. Organize: Move from less to more understanding of 
the relationships among concepts. 
4. Evaluate: Move from less to more understanding of 
the benefit of concepts toward attaining a goal relative 
to one or more criteria.  
5. Build Consensus: Move from less to more agree-
ment among stakeholders so that they can arrive at mu-
tually acceptable commitments. 
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These collaboration processes (called thinkLets) are 
“named, packaged facilitation interventions that create a 
predictable, repeatable pattern of collaboration among 
people working together toward a goal” [De Vreede et al., 
2005]. Research has shown that practitioners who know 
the specification of a thinkLet can predictably and repeat-
able engender the pattern of collaboration a given thin-
kLet is intended for, even without any facilitation exper-
tise [De Vreede et al., 2005]. We assume that these prop-
erties of CE could be improved with a Web-based GSS 
technology. The main challenge in our research is there-
fore to develop a conceptual design that implements an 
instance of a collaboration process with GSS and provides 
design guidelines for an appropriate facilitation support by 
practitioners with limited facilitation skills.  
GSS research requests to reduce the cognitive costs of 
searching for, assimilating, and remembering the informa-
tion as well as to create a common ground for interaction 
among several cultures for global teams [Nunamaker et 
al., 1991]. We think that from a practical perspective, this 
condition can be considered not only for the execution of 
a collaboration process, but also for its design. Therefore, 
we assume that a combination of CE with Semantic Web 
(for the formalization of the information representation) 
and Web 2.0 (for sharing information between groups and 
members) applications is an appropriate way of adapting 
information for supporting the design and execution of 
these collaboration processes. This combination would 
minimize conceptual load for inexperienced collaboration 
engineers and practitioners.  

2 Current Research: A Web GSS Frame-
work 

Before discussing the idea of combining a collaboration 
framework with Social and Semantic Web applications, 
we first want to introduce our approach that is a Web-
based GSS framework. We use the object-oriented ap-
proach of a thinkLet to create a Group Process Modeling 
Language (GPML) [Knoll et al., 2008] that implement the 
pattern design approach of CE with a GSS by describing 
the data of collaboration processes in a compact represen-
tation. These reusable collaboration processes can be 
flexibly adapted for different contexts. The GPML uses 
the element thinkLet as a process template to create the 
collaboration patterns [De Vreede et al., 2005] explained 
above. These patterns illustrate information about the or-
der and type of the activities of a participant, the type and 
the value of the data elements that can be used and the 
influence of events on the collaboration process. By con-
figuring the process information a process template can be 
adapted to a group goal. In this case, the defined activities 
of the thinkLet will be adapted. The GPML divides a col-
laboration pattern into repeatable atomic activities (like to 
create a new contribution, to select a contribution from a 
list of contributions or to read information about the 
group task) which represent a template of a user interface 
for an atomic activity of a participant [Knoll et al., 2008]. 
By using atomic activities, the GPML can define person-
alized processes for the participants of a group. In this 
case the GPML differentiate between a sequence of activi-
ties of an individual participant and a group of participants 

which illustrates concurrent processes of participants with 
different roles.  
Our first application of the GPML is a Web-based GSS 
for the first stages of an innovation process (the genera-
tion and selection of ideas) that links a group via the 
Internet and implements the activities of a collaboration 
process via a website [Knoll et al., 2009]. This prototype 
is based on a framework that develops data structures and 
functionalities for design, execution and data management 
of a collaboration process. The GSS supports asynchro-
nous communication, anonymous contribution and group-
wide access to all entered contributions. Currently, the 
GSS uses text data as the medium for communication and 
presentation of information, stimuli, ideas and decisions. 
Processes like idea generation, clustering, selection and 
decision making are implemented as different collabora-
tion processes which can be adapted and combined to the 
first stages of an innovation process. XML is used to de-
fine the elements of the GPML and the related configura-
tion. The prototype provides functionalities to upload and 
store different templates into a library of collaboration 
processes. A practitioner can select a collaboration proc-
ess and configure the GPML elements to a given group 
setting. However, the possibility of creating a “collabora-
tion process” is static. In this case, the collaboration engi-
neer and practitioner has no support at all, so that he/she 
has to decide, which elements have to be connected with 
another or how a process has to be adapt, trusting only 
his/her experience. For this reason, we think that the em-
bedding or linking GPML to web based concepts – either 
from ontologies or dynamic Web 2.0 tools or services – 
would strongly extend the flexibility of collaboration 
processes. 

3 Future Research: A Social and Semantic 
Web-based GSS Framework 

Instead of only proposing a classic static access to the 
information, where a word is used to only express one 
concept, without taking into account its context, we want 
to use an ontology model for multi-criteria access [De 
Luca and Nürnberger, 2009]. An ontology is a formal 
specification of a conceptualization of a domain of inter-
est [Gruber, 1993] that specifies a set of constraints that 
declare what should necessarily hold in any possible 
world. Ontologies are used to identify what “is” or “can 
be” in the world. It is the intention to build a complete 
world model for describing the semantics of information 
exchange, which nicely fits the needs of the GPML de-
fined collaboration processes [Knoll et al., 2008], where 
ontologies could be used to facilitate knowledge sharing 
and reuse. In this case, we want to enable collaboration 
engineers to use ontologies for creating and combining 
collaboration process templates. Here, a collaboration 
engineer can use a concept, its properties and the relation-
ships between the concepts for creating new “configura-
tion rules” that can be applied to the collaboration proc-
ess. (For example the concepts atomic activities: (a) to 
create a new contribution and (b) to explain the group 
goal and the concept social group factor: (c) to reduce 
production blocking can be combined to the configuration 
rule: to support c use the sequence b, a.) Therefore, ontol-
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ogy for a collaboration process template will define selec-
tion and design rules for the participant’s activities in 
connection to different group and meeting structures. We 
decided to redefine the elements of the GPML and their 
relations included in “configuration rules” with 
RDF/OWL expressions (http://www.w3.org/TR/owl-ref/). 
This syntax should support a collaboration engineer in 
creating a template of collaboration processes for its exe-
cution with the Web-based GSS. 
The resulting templates developed by the collaboration 
engineers will be made available for the practitioners, who 
can adapt them for specific groups and meeting structures. 
The selection process could be supported by tagging the 
template of a collaboration process with different parame-
ters like the tasks, the goals, the group size and the proc-
ess time. Also the collaborative Web-based GSS could 
help the practitioner in giving roles to the participants, 
specifying different individual activities. In addition, the 
practitioner could add information like the motivation, the 
relationships between the participants and the profes-
sional level  to better schedule every individual participant 
in the group. In this way, the collaboration process is 
accelerated, adapted for different needs, and the practitio-
ner would benefit from the changes and the new informa-
tion produced by their and different groups. In order to 
integrate such resources with a Social and Semantic Web-
based GSS implementation, we think that a form to define 
these requirements should be provided as well as a selec-
tion of different process templates that fit every single 
practitioner request.  
We assume that the existing GSS could be improved with 
Social Web functionalities that influence the social factors 
such as distractions, production blocking, social loafing 
and evaluation apprehension. For example, during the 
collaboration process, a group could use feedback or 
competition tools to reduce social loafing. By connecting 
these technologies as applications for a GSS and defining 
rules for their use adapted to the collaboration pattern, the 
participants could be supported in creating and sharing 
information and ideas for collaboration work. These rules 
could consider parameters like the time estimation, the 
conceptual ideas and the related results of a thinkLet. 
These properties could be retrieved from already existing 
ontologies, browsed by all participants and integrated in 
the collaborative work, so that a real dynamic collabora-
tion process could take place. 

4 Conclusions 
In this paper, we discussed the possible integration of So-
cial and Semantic Web technologies with Collaboration 
Engineering and Group Support System. These applica-
tions could be used for supporting groups in designing and 
executing a collaboration work. We showed different 
ideas of integration discussing how our framework for a 
Group Support System would allow users to access proc-
esses in a collaborative way, sharing experiences and so-
lutions with the newest Social and Semantic Web tech-
nologies. In the future work, we will include different 
other scenarios, analyzing more deeply how ontologies 
and Web 2.0 applications have to be implemented for 
GSS. 
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Abstract
As adaptivity in e-learning systems has become
popular during the past years, new challenges
and potentials have emerged in the field of adap-
tive systems. Adaptation, traditionally focused
on the personalization of content, is now also re-
quired for learner communication and coopera-
tion. With the increasing complexity of adap-
tation tasks, the need for automated processing
of usage data, information extraction and pattern
detection grows. We present learner activity min-
ing and classification as a basis for adaptation in
educational systems and discuss intelligent tech-
niques in this context. Based on real usage data,
we present the results of experiments comparing
the behaviour and performance of different clas-
sification algorithms.

1 Introduction
This paper discusses how the goal of intelligent adaptive e-
learning systems can be approached with the help of learner
activity classification. Intelligent adaptive e-learning com-
bines topics, issues and characteristics of various fields: e-
learning, adaptivity and Computational Intelligence (CI).

E-learning environments have become fairly popular, as
learning scenarios have been radically developing towards
e-learning and blended learning during the past years. Al-
most every educational institution applies e-learning to a
certain extent. Related systems usually include different
kinds of facilities: tools accompanying learning content
like exercises or assignments; and, communication tools
like chat, fora or private messaging.

Adaptive systems offer various kinds of adaptation
and personalization, most of which restricted to content
(e.g. personalization of learning paths, recommendations
of topics, and in some cases also a personalized view of the
content). Mostly, adaptive e-learning systems have rather
limited support for communication facilities and do not ex-
tend adaptation efforts to them. Recent attention to adap-
tive support for collaboration (see e.g. [Soller, 2007]) has
been concentrating on research systems and has not been
fully exposed to a large community as of yet.

Intelligent systems have been in the focus of attention
for a longer period of time. Research combines princi-
ples like evolution, learning, in some sense also adapta-
tion, fuzzy logic, etc. Intelligent systems are designed to
simulate human reasoning and learning, reducing the need
for human intervention in the application process. CI is
promising for the further evolution of adaptive systems, es-

pecially in the context of e-learning where different learn-
ing theories [Lefrancois, 2006], [Prince and Felder, 2006],
learning styles [Felder and Brent, 2005], and social pro-
cesses [Vathanophas et al., 2008] need to be addressed. As
pointed out in [Brusilovsky and Peylo, 2003], educational
systems are traditionally either intelligent or adaptive, list-
ing prominent systems (like AHA! [De Bra and Calvi,
1998]) as adaptive but non-intelligent, and other ones as
intelligent but limited regarding adaptivity.

In this paper, we focus on intelligent adaptive e-learning
systems. Our approach relies on mining and processing of
usage data. Usually, although activity data is monitored by
the system, high levels of human intervention are required
to process and use such data to achieve high-quality adapta-
tion. We introduce an approach that is based on intelligent
techniques for the classification of user activity data in e-
learning environments and aims to largely supplement or
even replace human efforts in this context.

The rest of this paper is structured as follows. Section 2
describes the state of the art and lists common problems in
prevailing adaptive e-learning systems. Section 3 explains
our classification strategy and how it can address the afore-
mentioned issues. Section 4 compares statistical and CI-
based approaches in the context of classification. Section
5 describes related experiments that were run to measure
the performance of intelligent classifiers on learner activity
data tasks. We summarize related work and give an outlook
on future work in Sections 6 and 7.

2 The Adaptive E-Learning System - Two
Pieces or One Whole?

Most e-learning systems consist of various kinds of tools
which can be roughly categorized as learning facilities
and facilities supporting communication/cooperation pro-
cesses. In non-adaptive systems, tools are naturally inde-
pendent. In adaptive ones, tools may require communica-
tion with other tools and/or a central service (e.g., an adap-
tation engine). In theory, this would be the basis for an
integrated environment using knowledge gained in any of
its facilities for system-wide adaptations.

Nevertheless, adaptive systems in the field of e-learning
have been concentrating until now on some specific kinds
of adaptation. In general, we can distinguish between
adaptive navigation and adaptive presentation support
[Brusilovsky, 1996]. These techniques are based on a user’s
interaction history within the system or additional infor-
mation provided explicitly. They are well established, but,
when it comes to e-learning, they have been primarily used
to adapt content only.
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Adaptation is often based on knowledge a system ob-
tained from a user’s interaction history, and that is then uti-
lized to predict future activities which in turn become the
basis for recommendations. At the moment, this informa-
tion is typically not shared between different components
of a system. For instance, a user’s previous behaviour in
the content facilities of a platform is only used to further
adapt the content to the user’s needs but not considered for
guidance in communication tools. Therefore, adaptive e-
learning systems are often not perceived as fully integrated,
but rather an assembly of two independent pieces of a puz-
zle. A new approach would be to establish a shared pool of
adaptation knowledge which is contributed to, and queried
by all of a system’s components.

3 Learner Activity Classification
Our general idea aims at introducing new kinds of adapta-
tion in e-learning systems, bridging the common gap be-
tween content and communication facilities. Here, we ap-
proach this aim using activity mining and classification.

3.1 Activity Data
If we want to offer recommendations related to commu-
nication and learning content, we need to infer a user’s
level of interest in specific topics. Therefore, we examine
a user’s history on the system and use previous interests
to predict future ones. We can shortly outline the concept
as follows. First, we collect a user’s passive (”consump-
tion”) activities. We will further also refer to this kind of
activities as ”read activities”. Reading an element (e.g. an
entry in a forum or a document) denotes a user’s interest. If
a user was interested in one specific element, we can find
similar ones and assume that these are also interesting for
this user. Given this kind of ”knowledge”, we can try to
infer user interest for as many events as possible which can
then become the basis for adaptation. This general idea can
be put into practice by several different implementation ap-
proaches (see also Section 4) which provide different qual-
ity and granularity of results. All of them have in common
that the primary objective is to classify data continuously
produced by users’ activities on a platform.

3.2 Classification Levels
We distinguish between two different levels of classifica-
tion: classification of individual user activities, and classi-
fication of user activities considered as an interrelated con-
struct. The first kind, as opposed to the second one, treats
activities as if they were independent. The second kind is
promising for modeling dependencies between users, tools,
etc. but it requires a higher amount of reference informa-
tion. We concentrate on the first kind here, which can par-
tially be done before the system has collected enough in-
formation to generate reference constructs. It does not con-
sider the time context of, and relations between, activities
but uses activity items as independent of each other. Nev-
ertheless, in most cases (depending on the learning tech-
nique) the system must still be provided a certain amount
of reference data before classification of fresh data can be
performed. This means that, in this case, no long period
of training is necessary as long as some representative data
sets are available. Therefore, the only prerequisite for this
kind of classification is a certain period of data collection
(depending on users’ level of activity). Classification of in-
dependent activity items can be useful at the level of both
individual users and groups (see also Section 7).

3.3 Application in Adaptive E-Learning Systems
First of all, we want to provide adaptation which closes the
gap between learning facilities and those supporting com-
munication and collaboration. This can be done by extract-
ing information of all facilities, feeding it to one shared
model which is then again queried by all facilities. Regard-
ing the first level of classifictaion, we aim at recommending
both communication threads and learning content items,
based on a user’s previous interests. For the second level of
classification, our main application idea is closely related to
group work. We want to be able to determine users’ collab-
oration behaviour and their roles in group structures in or-
der to recommend group constellations the system predicts
successful on the one hand and interesting communication
partners for individual users on the other.

4 Statistical vs. Intelligent Approaches
In order to classify independent user activity items we have
to find an approach that is capable of computing realistic
values for every user’s interest in an event. There are sev-
eral ways of approaching this, basically statistical and ”in-
telligent” ones. The main characteristic of intelligence in
this context is that the respective approaches are capable of
learning, which is not possible for statistical ones. The sta-
tistical approach will work for some scenarios (in [Jung et
al., 2005], the authors introduce a statistical model for user
preferences which performs well) but it can turn out to be
too inflexible in others.

The aim is to not only determine interest, but also, on a
higher level, provide recommendations of specific commu-
nication threads, learning material, etc. Knowledge about
users gained in any of the platform’s areas (communication
or learning content) should be combined for the computa-
tion of interest levels. And finally, the system should of
course continuously adapt to users’ behaviour, i.e. all new
actions must be considered. The following sections provide
an introduction to each of the two approaches.

4.1 A Statistical Approach
This approach uses a statistical formula to compute a user’s
interest level for an item. The formula considers past user
interest (indicated e.g. by read activities) to compute statis-
tics which then becomes the basis for further prediction.
First, the distribution of a user’s read activities among tools
in a site has to be computed. Basically, standard statisti-
cal metrics like mean, standard deviation, and variance are
used to determine probability/density distributions. Given
only the mean, we would face the problem of statistical
outliers distorting the overall picture. This can be partially
solved by considering the standard deviation (or variance).
Given standard deviation, a tool’s deviation σTx

from this
value can be used to identify significant (in both directions)
tool results. Consider the following simple example using
5 hypothetical tools and 25 read activities produced by 1
user within our time frame, distributed among the tools as
c1 = 10, c2 = 2, c3 = 4, c4 = 3, c5 = 6. Consider, we
want to compute this user’s interest value for every tool.
This would result in the following:

x̄ = 5

x̃ = 4

σ2 =
1
5
∗

5∑

i=1

(xi − x̄)2 = 8

σ ≈ 2, 83
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In a next step, a tool-specific metric can be determined as

σTx
= |cx − x̄| − σ

which will mark all resulting σTx
> 0 as significant (in

both directions). In our example σT1 and σT2 will be pos-
itive values, marking T1 as significantly high (as c1 > x̄)
and T2 as significantly low (as c2 < x̄) regarding interest.
This (simplified) approach can be improved, e.g. by adding
weights, and in theory this improved version might be suf-
ficient, but it still carries some non-obvious risks. For in-
stance, a statistical formula, even if it contains variable ele-
ments, is inflexible, meaning that the core does not change
for different scenarios. We have to be aware that users may
behave differently in their interest across sites, tools or re-
sources. There can be courses where communication plays
a more important role than educational content, and users
might differ in their communication and learning behaviour
in several ways. Furthermore, we may want to weigh read
activities differently based on the time when they occurred
(e.g. if the timespan between the related ”active” create
event and the read activity is relevant).

In order to consider all of these factors, the formula
might have to look different for different combinations of
users, tools, courses and resources. This is hardly possible,
and even if it was, it would still lack the ability to continu-
ously and individually adapt to a user’s behaviour.

4.2 A Flexible, Self-Learning Approach
In order to overcome issues and problems raised by purely
statistical approaches, classification techniques of the field
of machine learning can be used. These techniques do
not make as many semantic assumptions as statistical ap-
proaches do, but learn from the user. Although the classi-
fiers we used for our experiments (see a detailed descrip-
tion in Section 5) differ drastically in their way of model
building, they have in common that their models consider
all features we provide as input. In our case, 8 attributes
are available, 6 of which (the anonymized user id, event
id, tool id, site id, related resource and the interest class)
are taken into account by the classifiers. The remaining
two, index and timestamp, were removed by a filter in pre-
processing because we do not consider temporal relations
for this kind of classification yet. This means, all solu-
tions we get dynamically adapt to all feature values of new
input events. Thus, not only the site where the event oc-
curred is considered, but also e.g. its creator and the tool
where it originated. To further extend flexibility and per-
sonalization, the classifier then computes an event’s inter-
est value for every user individually. This implies that the
approach works separately for every user. As the classifier
is continuously fed with new information, it is able to learn
and adapt its behaviour during the process. As each of the
classifiers builds a model (e.g. a decision tree, a Bayesian
Network, or a rule base) which can be queried, it is also
possible to extract semantic information from it which will
offer additional knowledge about users, behaviours, and the
whole construct of content, courses and tools. In addition,
dependencies and correlations between attributes could be
found which might become important for further event de-
sign. Especially the opportunity to gain semantic informa-
tion from the model built by a classifier is a significant ad-
vantage compared to a statistical approach, as the latter is
limited to strict one-way information exchange, i.e. no in-
formation can be extracted from statistics in a way it can
go back into and enhance the user model.

5 Experiments
This section describes experiments designed to test our
classification approach on real user activity data, compare
the performance of different techniques for different aims,
and show how classification can improve activity-based
adaptation. The experiments aim at producing a group-
based interest model. In general, we can distinguish be-
tween user- and group models. A user model is created for
every user individually and only fed with information about
that specific user. A group model pictures group behaviour,
i.e. activities of multiple users which were clustered into
groups (e.g. , based on similarities, or a given course con-
text). Our system is fed with all users’ activities and tries
to classify new events as interesting or non-interesting for
every user individually, but uses this knowledge to build a
shared model. This model will be referred to in later stages
of our work to offer group-based adaptations. We can ben-
efit from working with group models in several ways. For
example, to avoid the ”cold start” problem [Höök, 1997], a
group model can become the default for a new course par-
ticipant. The system then does not have to create new mod-
els from scratch any more but can build upon one based on
the interest and activities of a group working on the same
content and tasks.

5.1 Setup
Our experiments outline an extension to the behaviour of
the ”recent activity tool” 1 which is an add-on to the e-
learning platform Sakai [Sakai, 2009]. This tool provides
an overview of recent activities in various Sakai tools. It
includes a personalized view marking activities as interest-
ing for the current user, and a personalized RSS feed. The
tool adapts at the user-level only at the moment. Adapta-
tion is not done before the system has received a sufficient
amount of information about the user. Recommendations
are based on a statistical model similar to the one described
before. Thus, the adaptive part of the recent activity tool re-
lies on assumptions and generalizations to a certain extent.
As already described, CI techniques can improve the per-
formance, flexibility, and accuracy of adaptive components
because they learn from the user instead. Our experiments
use these techniques to replace the statistical model. Real
usage data is provided by a monitoring extension to Sakai.
The instances are independent and handled as random set
elements for the first run of experiments. Yet, they contain
information which can help to create relations in further
post-processing.

The overall data set contains 4967 instances with 6 fea-
tures as described in Section 4.2. String attributes were
normalized to nominal ones, meaning that before data went
into the classifiers, a filter collected all possible values for
a feature (for instance, all tools where activity was mon-
itored). The resulting finite set of values then allows for
better computation of probabilities.

The experiments were run on data of one specific course
about the Unified Modeling Language, with 31 participants
in total. Data was collected over a period of several months
and went through some preprocessing during which irrel-
evant or pseudo-data (e.g. produced by test users) was re-
moved. During these steps anonymization was also per-
formed by encoding user IDs with a one-way hashing algo-
rithm.

1The recent activity tool was developed in the context of the
Adaptive Learning Spaces (ALS) project. For further information,
please refer to http://www.als-project.org
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5.2 Process and Technologies
Experiments were carried out iteratively with training, test-
ing and evaluation steps repeated for different classifica-
tion algorithms. Validation was performed in two different
ways – by 10-fold cross-validation, and by specifically split
training- and test sets. A comparison of the algorithms’
results concludes the experiments and becomes the basis
for classifier rating and final selection. We used the Weka
[Witten and Eibe, 2005] machine learning software to run
the experiments. For a more detailed description of the al-
gorithms please refer to Weka documentation and tutorials.
The following paragraphs describe the configuration of the
classification algorithms which were used.

Naı̈ve Bayes: The naı̈ve Bayesian approach builds a
simple network with one parent node (the class label, in our
case the interest value). There are no important additional
configuration alternatives.

Bayesian Network: The network applied for the exper-
iments uses the SimpleEstimator approach for finding the
conditional probability tables of the net. The TAN algo-
rithm (determining the maximum weight spanning tree and
returning a Bayesian Network augmented with a tree) is
applied for searching network structures.

SMO (Sequential Minimal Optimization): SMO is
used to train a support vector machine. We used stan-
dard settings with relatively low complexity (the higher, the
fewer wrong classifications are accepted) and a polynomial
kernel K(x, y) =< x, y >p with exponent p = 2.

Multilayer Perceptron (Backpropagation Neural
Network, later referred to as NN): We used a network with
a = attributes+ classes hidden layers of sigmoid nodes,
a learning rate of 0.7, momentum of 0.2 and 500 learning
cycles. Please note that run-time filters like nominal to bi-
nary slow down the process significantly.

IBk (Nearest Neighbour): We used k = 10 and the
LinearNearestNeighbourSearch (brute force) algorithm for
nearest neighbour search and cross-validation.

JRip (Rule-based): This algorithm implements a
propositional rule learner and provides a set of rules which
are then used as a basis for classification decisions. Our
experiments use 10 folds (for pruning and growing rules)
and 6 optimization runs.

J48 (Tree-based): This algorithm, building a decision
tree, uses a confidence factor (small values mean more
pruning) of 0.25 and reduced error pruning here.

RandomTree: This algorithm, building a decision tree,
uses a KValue (i.e. the number of randomly chosen at-
tributes) of 1 and an unlimited tree depth.

5.3 Results
The results of the described base experiment are listed in
Table 1 and Figure 1. The base experiment uses 10-fold
cross-validation to get a first impression of the classifiers’
performance. Subsequently, more specific experiments
were conducted in order to find out how their performance
changes over time. The experiments were conducted on a
2,98 GHz dual-core machine with 4 GB RAM, running 64-
bit Windows XP. As a first experimental step, we compared
the performance of different classification techniques to the
performance of a statistical approach as described in Sec-
tion 4.1. The percentage of correctly classified instances
ranges from 96.63 (Naı̈ve Bayes) to 98.41 (SMO) for the
machine learning techniques. The statistical model obtains
a result of 68.94%. In the following, we do a more detailed

Table 1: This table lists classification results of various al-
gorithms on the overall data set (10-fold cross-validation).
The NN classifier is listed twice, once with filters. The ta-
ble further displays the percentage of correctly classified
positive instances, the True Positive rate for class 1, the
Root Mean Squared Error, the time taken to build the model
Tm, and the time taken for the overall process To.

Class. Corr. TP RMSE Tm (s) To (h,m,s)
NB 47.6% 76.1% 0.1550 < 0.01s < 1s
BN 70.0% 72.3% 0.1112 < 0.01s < 1s
SMO 70.4% 84.5% 0.1261 105.39s 16m54s
NN(f) 70.3% 12.3% 0.1668 17.22s 21h16m8s
NN 56.0% 60.6% 0.1366 17.16s 2m51s
IBk 70.4% 84.5% 0.1092 < 0.01s 5s
JRip 68.0% 85.2% 0.1143 0.63s 7s
J48 70.7% 74.8% 0.1137 < 0.01s < 1s
RT 70.4% 84.5% 0.1092 0.13s < 1s

comparison of the classifiers listed in Section 5.2. The per-
centage of correctly classified instances from now on refers
to ”positive” instances (i.e. the instances with an interest
value of 1) only. The overall results, containing ”negative”
instances also are less expressive, as the number of these
instances is higher and their classification much easier (for
the CI techniques only). This leads to a very similar overall
performance of the classifiers and subsequently to a mis-
leading picture and potentially wrong conclusions. The re-
sults show that the classification task itself can be handled
relatively well by different classification techniques. As
there is only little discrepancy regarding the number of cor-
rectly classified instances, process time becomes an even
more important criterion. After running experiments with
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Figure 1: This plots show how the performance of classi-
fiers increases with an increasing amount of training data.

cross-validation, which provided a first general impression
on the performance of machine learning techniques on our
data, we modeled a similar experimental setup in order to
measure how fast the classifiers learn from given input data.
The experiments were run on split data (training set and test
set). As we are building a group model, the percentage split
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for the data set is based on users, not resources. This means
that the training set does not contain a certain percentage
of the data but all data of a certain percentage of users. We
ran the experiments several times with the events for 15%,
25%, 50%, and 75% of the users as training and remain-
der as test set. As depicted in the plots (Figure 1), the re-
sults show three different trends. Bayesian Network, Ran-
domTree and J48 (the last two both tree-based approaches)
show good classification performance right from the begin-
ning and relatively steady behaviour. SMO could also be
added to this ”cluster” of algorithms, regarding its effec-
tiveness. Next, we can see a second cluster containing IBk
and JRip. These algorithms show good results but not right
from the beginning. However, their plateau is at about the
same place as the first cluster. The third trend can be seen
in MultilayerPerceptron (NN) and Naı̈ve Bayes which are
steady in their performance but don’t provide promising re-
sults. This means that for subsequent work we will not
consider the classifiers of the third cluster. IBk and JRip
will be further explored, but the most likely candidates are
those in the first cluster, where the favourites are Bayesian
Network and the tree-based classifiers. SMO, compared to
the other classifiers, is relatively slow, with the time needed
to build a model increasing at least linearly as the training
set grows. In general, a linear algorithm is reasonable for
run-time employment. In our case, comparing SMO to the
faster classifiers, the discrepancy in computation complex-
ity (< 0.01 seconds as opposed to 1.15 seconds for building
the model for the smallest training set) is significant enough
to be an exclusion criterion. SMO will be kept for further
observation, but does not remain a first choice candidate.

Another important criterion for the selection of a clas-
sifier is in our case the possibility of information extrac-
tion, given a model. Descriptive classifiers like Bayesian
Networks, rule- or tree-based approaches enable very sim-
ple extraction of semantic information, whereas function-
based ones like neural networks or support vector machines
tend to behave like blackboxes. Generally we can conclude
that learning classifiers perform well on our data. There-
fore, also considering the issues and potential problems and
limitations of statistical approaches (see Section 4), these
techniques are highly promising for our scenario and all
subsequent ones operating on data of a similar structure.

6 Related Work
Our general approach is based on a combination of the
fields of adaptive systems, e-learning and CI. Thus, we do
not only have to consider challenges of the particular areas
but also the potentials lying in the aggregation. This is not
the first attempt pointing in that direction. For instance, our
work relates to recent research issues in the field of adaptive
collaboration support as described in [Paramythis, 2008].
In general, the matter of distributed collaboration entails
some challenges. Their specific effects on the development
process regarding adaptive support was e.g. elaborated in
[Soller, 2007] where the author also describes relevant so-
cial processes. Additionally, personalization in distributed
environments is further discussed in [Dolog et al., 2004],
where the authors introduce recent projects and also ad-
dress personalization on the Semantic Web.

Regarding Machine Learning (ML), we can refer to re-
search described in [Webb et al., 2001], where the authors
particularly treat student modeling and explicate specific
requirements of this area. A concise overview on data min-
ing techniques from the perspective of adaptive systems is

given in [Voges and Pope, 2000].
Regarding the context of data mining in education, we

find particularly interesting results in [Romero et al., 2008],
where the authors compare different algorithms to classify
students. They also describe experiments aiming at predict-
ing students’ final grades based on usage data. The selected
set of algorithms is partly congruent to ours, but operates
at the user level instead of the activity level as in our ap-
proach, i.e. their data set contains items already aggregat-
ing information about user activities. This approach seems
perfectly sound at the first glance, but it is less flexible as
only a specific number of information elements can be con-
sidered which makes it hard to add further semantics later
if necessary. As both approaches use semantically similar
data but for different objectives and on a different level, it
is very interesting to compare the results. Some trends can
be found in both reports, whereas in other areas there is
relatively high discrepancy. For example, the authors argue
against e.g. Neural Network and Nearest Neighbour classi-
fiers in their scenario in particular and data mining in gen-
eral, due to the lack of comprehensibility. As these classi-
fiers are in cluster two and three in our evaluation, we agree
with them here, although the Neural Network achieved a
better classification result on their data. Our second clas-
sifier in cluster three, Naı̈ve Bayes was not included in
their study. Tree-based classifiers performed very well in
both cases. Unfortunately, the performance of Bayesian
Networks cannot be compared because it was not included
in the evaluation of Romero et al. However, they did an
additional step of comparing the classifiers’ performances
on ”plain” data to those after preprocessing and identified
what classifiers can actually be improved by preprocessing,
which we will consider during our next steps.

Further related work can be found in [Oakley et al.,
2004], where the author describes data-driven modeling of
students’ interactions, aiming at predicting students’ abil-
ity to correctly answer a question and whether a student’s
interaction is beneficial in terms of learning. The experi-
ments focus on Bayesian Network models. Additionally,
we can also find interesting information in research on sta-
tistical approaches in machine learning, which is relevant
for our approach because it identifies scenarios where sta-
tistical approaches work particularly well. Find a descrip-
tion of a statistical rule learning approach in [Rückert and
Kramer, 2006]. In [Jung et al., 2005], a detailed compari-
son of statistical and non-statistical approaches is given.

7 Conclusions and Future Work
As the experiments have shown, flexible classification ap-
proaches perform well on user activity data as produced
on a learning platform like Sakai. The results can poten-
tially be improved by combining (complementary) classi-
fiers (using ensemble methods like bagging, boosting or
stacking). The solution is not restricted to Sakai or even the
recent activity tool, as data of any learning environment can
easily be converted to a similar format. The intelligent clas-
sification approach is extendable in several ways. First, it
can be applied on different levels, building models for indi-
vidual users, groups or other clusters (e.g. any specifically
interesting combination of features). Second, as described
in Section 3, classification is not restricted to individually
handled events, it can also be applied at the level of activity
paths. These paths, representing a sequence of (related) in-
stances, are a way of modeling relations between activities
or any of their features. As a next step we will concentrate

ABIS

30



on modeling users and their collaboration behaviour with
this approach. Several issues have to be considered:

Some factors in the path building process are strongly
dependent on specific features. For instance, the timespan
between the occurrence of subsequent events must be han-
dled differently for various tools. In a synchronous com-
munication tool, like a chat, an event which occurs hours
after another one is more likely to be independent than in
an asynchronous communication tool, like a forum, where
the context is more important that time. In order to avoid
wrong conclusions due to similar conditions, we have to set
up a knowledge base containing factors and their respective
values which may vary for different tools, etc.

What are the concrete questions we want to be able
to answer given the path model? Before any design-
specific decisions can be made, we have to define what
should be modeled, like e.g. the level of communication
between users or the context-based relations between com-
munication and learning content tools.

What kind of data representation is best suitable for
the model? Given information about semantics of the
model and requirements for the information which should
be extracted from it, adequate representation must be cho-
sen. There are several ways of modeling entities, relations
and weights, such as graphs. Implementing and evaluating
an approach based on a combination of matrices, graphs
and a set of new metrics (measuring e.g. the degree of so-
called parental relationships between users or other fea-
tures) will be the next step in the process. The aims in-
clude modeling collaboration, defining metrics indicating
”success”, classifying the outcome as successful or not and,
during the process, finding out what leads to successful col-
laboration and what has adverse effects.

In synthesis, we can state that our CI-based classifica-
tion techniques are promising in several ways. Not only
are they capable of replacing strongly assumption-based
approaches and thus improve the performance and flexi-
bility of adaptive features; in addition, we can potentially
overcome the problem of a gap between different kinds of
facilities in adaptive e-learning systems as introduced in the
first sections. We consider data produced in practically any
different kinds of tools, and, once the model is integrated
in the learning environment, it can also be queried from all
the system’s components. Thus, knowledge about a student
gained in one area can be used for adaptations in others.
Moreover, using our extended classification approach op-
erating on interrelated data, we can easily model relations
between tools and other features which can become the ba-
sis for new kinds of adaptation and recommendations.
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Abstract
In this paper we present new sophisticated tag-
ging paradigms and their influence on users col-
laboration behavior and the construction of user–
and context–models.
We present paradigms like alien tagging which
allows one user to apply tags for another user,
reputation-based tagging which allows users’ ex-
pertise to influence tags’ weights, quantitative
tagging which allows users to manually manip-
ulate tags’ weights, anti tagging which allows
users to specify ”negative tags”, tag voting to
solve the tag space littering problem by e.g. al-
lowing users to vote against tags, tag expiry
which allows tags to have a lifetime, contextual
tagging which allows tags to be associated to cer-
tain context profiles, and so forth and describe
how these can be used to refine our models and
to perform even more valuable adaptations or to
issue more valuable. We also allow for mecha-
nisms to follow users’ tagging ”trails” in order to
learn from what they are tagging.
All these techniques aim to provide the user with
more advanced ways, to add, filter, group and
view tags.
The concepts presented are currently been proto-
typically implemented within IBMs WebSphere
Portal and can be presented in a live demo at the
workshop.

1 Introduction
In recent years Enterprise Information Portals have gained
importance in many companies. As a single point of ac-
cess they integrate various applications and processes into
one homogeneous user interface. Today, typical Portals are
comprised of a huge amount of content. They are no longer
exclusively maintained by an IT department, instead, Web
2.0 techniques are used increasingly, allowing user gen-
erated content to be added. These systems grow quickly
and in a more uncoordinated way as different users pos-
sess different knowledge and expertise and obey to differ-
ent mental models. The continuous growth makes access
to really relevant information difficult. Users need to find
task- and role-specific information quickly, but face infor-
mation overload and often feel lost in hyperspace. Thus,
users often miss out on resources that are potentially rele-
vant to their tasks, simply because they never come across

them. On the one hand, users obtain too much information
that is not relevant to their current task, on the other hand, it
becomes cumbersome to find the right information and they
do not obtain all the information that would be relevant.

The recent popularity of collaboration techniques on
the Internet, particularly tagging and rating, provides new
means for both semantically describing Portal content as
well as for reasoning about users’ interests, preferences and
contexts. It can add valuable meta information and even
lightweight semantics to web resources.

In our previous work [Nauerz et al., 2008] we proposed
a framework which allowed arbitrary annotators, e.g. hu-
man users or analysis components (for automated tagging),
to annotate any of these resources. Analysis of the tagging
behavior allowed us to model interests and preferences of
users as well as semantic relations between resources, and
thus to perform reasonable recommendations and adapta-
tions.

In this paper we present paradigms like alien tagging
which allows one user to apply tags for another user,
reputation-based tagging allows users expertise to influence
tags’ weights, quantitative tagging which allows users to
manually manipulate tag’s weights, anti tagging which al-
lows users to specify ”negative tags”, tag voting to solve
the tag space littering problem by e.g. allowing users to
vote against a tag, tag expiry which allows tags to have
a lifeime, contextual tagging which allows tags to be as-
sociated to certain context profiles, and so forth and de-
scribe how these can be used to refine our models and to
perform even more valuable adaptations or to issue more
valuable. We also allow for mechanisms to follow users
tagging ”trails” in order to learn from what he is tagging.

2 Related Work
A lot of work is currently underway to experiment with
different techniques to improve working with tag engines.

Most researchers try to improve the quality of tags being
presented. Tagging systems must often select a subset of
tags to be displayed to the user due to limited screen space.
Thus they must determine the most valuable ones. [Sen
et al., 2009a] present a tag selection algorithm based on
users’ implicit and explicit (tag rating) behaviour, to select
the right tags to be displayed. [Liu et al., 2009] present a
tag ranking algorithm used on Flickr1. Other approaches
for tag selection algorithms are presented in [Sen et al.,
2009b] and [Zhang et al., 2009]. Other researchers aim
to improve tag quality by recommending and suggesting

1http://www.flickr.com
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tags. Such approaches are e.g. described in [Suchanek et
al., 2008]. [Garg and Weber, 2008a] present a new algo-
rithm called Hybrid to determine reasonable tags to be rec-
ommended to users on Flickr. [Symeonidis et al., 2008]
present a tag recommendation algorithm based on tensor
dimensionality reduction. Other tag recommendation work
is described in [Garg and Weber, 2008b], [Sigurbjörnsson
and van Zwol, 2008], [Song et al., 2008], and [Vig et al.,
2009].

Other work goes a little bit more into the direction of
what we do and provides users with new means to directly
influence tag quality. [Lee and Han, 2007] introduce QTag
a qualitative tagging system that allows users to tag in order
to rate content and express opinions.

Other work similar to ours also experiments with new
visualization techniques. [Gwizdka and Bakelaar, 2009]
presents a technique for preserving and presenting context
and history while navigating web resources described by
keywords using tags and tag clouds as application area.

Many researchers also try to improve tag quality by en-
riching tags with more semantics. [Echarte et al., 2009]
introduced methods to group tag variations with matching
techniques. Another collaborative Web 3.0 approach was
presented by Kreiser et al., which allows users to augment
tags with semantics and collaboratively model relations be-
tween tags.

In the end quality tags are often used not only to rec-
ommend other tags but finally to recommend content. This
kind of personalized recommendation of content is based
on the content’s relatedness to certain tag terms. E.g., [Wu
et al., 2006] proposes a modified version of the HITS al-
gorithm to determine experts and high-quality documents
related to a given tag.

3 Concepts
3.1 Alien tagging
As said before Web 2.0 communities can be rather hetero-
geneous. The expertise of users contributing (and consum-
ing) content can vary a lot. What might be obvious for one
user might be completely unknown to others. Alien tag-
ging allows more experienced users to tag content for less
experienced ones. In our prototypical implementation tag
widgets allow power users to apply tags to resources on be-
half of other users (or even user groups). Next time one
of the users for which alien tags have been applied logs-in,
he or she is notified about the availability of these and can
inspect the underlying resources. The same way we used
”normal” tags in our previous work [Nauerz et al., 2008] to
refine user models that describe users interests and prefer-
ences we can use these alien tags, too. In real environments
alien tagging could be used e.g. by managers pretagging
content for their new hires, by team- or technical leads to
point their team members to relevant content which they
otherwise might have missed. Thus alien tagging opens
another opportunity to prevent users from missing out con-
tent by issuing recommendations provided by ”alien” users.
To identify the different kinds of tags in the tag cloud, each
kind is encoded in a different color (figure 1). Green tags
are tags added and only visible to the user who applied
them, the private tags. Blue tags are tags added and visi-
ble to the whole community, the public tags. Orange tags
are added from one user for another user, the alien tags. An
alien tag has two additional icons in the upper right corner,
a plus sign to transfer the alien tag to the private tag store

Figure 1: View alien tags in the tag cloud

of a user and the cross sign to discard the alien tag (after-
wards, the tag is deleted from the tag cloud). An alien tag is
applied by selecting the target user from a drop-down box
and specifying the tag name (figure 2).

Figure 2: Apply an alien tag

3.2 Tag following
As mentioned previously expertise and interests of users in
a community can vary a lot. Therefore it can be interesting
for a user to see how other taggers work with the tagging
system and in what kind of resources they are interested. If
a user thinks that he could benefit from following other tag-
gers, because of overlapping interests with respect to some
topics or just to see in what kind of topics a more experi-
enced user is interested in, we provide him with means to
follow the tagging ”trail” of this user. The user just needs
to select the user to follow from a drop-down box (figure
3). Afterwards a notification informing about any newly
added public tag of the user being followed pops up, every
time the user following logs in (figure 4). The following
user can visit the resources and even transfer the tags of the
user being followed to his own tag store. It is also possible
to follow only certain kinds of tags, e.g. a specific tag bag
(see section 3.6), to narrow the focus of the tagging stream.

Figure 3: Follow a users tagging stream

3.3 Reputation-based tagging
In our previous solutions we always assumed that the
weight (i.e. the importance) of tags only depends on the
frequency of their occurrence. I.e. a tag applied more often
with respect to a certain scope was regarded of higher im-
portance than a tag applied less often. In our new prototype
we additionally assume that the weight of a tag can depend
on the reputation (or expertise) of a user. I.e. that tags
applied by more experienced users have higher weights,
and thus higher influence on what content the community
is presented (or recommended) with, than tags from less
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Figure 4: Notification about newly added tags

experienced users. This way we can point users to more
relevant content as we assume experts to know better what
the community should focus on. E.g., in development team
we assume the tagging behavior of the team- or technical
lead of higher importance. With reputation-based tagging
we also ensure that ”incorrect or less suited” tags perceive
lower weights (influence). E.g., a newbie might apply a
more ”incorrect/less suited” tag as he just misunderstands
(due to his insufficient knowledge) what he is looking at.
The way we determine users’ expertise has already been
described in [Nauerz et al., 2008]. In figure 5 the weight
of the tags displayed in the tag cloud only reflect the count
of the tag. The magenta colored tags are tags applied by
user ”UserA” and the cyan colored tags are applied by user
”UserB”. The tag cloud in figure 7 also considers the rep-
utation level of the user, which applied the tag, in order to
calculate tag weights. Therefore we allow users to apply
ratings to tags and to users of the community. The repu-
tation level of a user can be determined by, e.g. calculat-
ing the median over all ratings applied to the user or over
all ratings applied to tags this particular user has applied.
Figure 6 shows, that user ”UserB” got a better average rat-
ing then user ”UserA”. We see the impact of this differ-
ence in both users reputation in the tag cloud in figure 7.
Even though, the tag ”TagB” is applied as often as the tag
”TagF”, it is displayed with a lesser weight than tag ”TagF”,
just because of the better reputation level of ”UserB” com-
pared to ”UserA”.

Figure 5: Tag cloud without reputation based weighting

Figure 6: Average rating of user ”UserA” and ”UserB”

3.4 Quantitative tagging
Previously we also assumed that tags can only have ”posi-
tive character”. I.e. that we assumed that a resource can be
tagged with a term to describe that the resource has some-
thing to do with this term, but also assumed that a resource

Figure 7: Tag cloud with reputation based weighting

cannot be tagged with a term to describe that the resource
has nothing to do with it. In addition to that aspect we did
not provide means allowing single users to express that a
certain tag is of less relevancy for them. Quantitative tag-
ging provides a solution to both problems: in our prototyp-
ical implementation a plus- and a minus sign is presented
besides each tag being displayed. In addition, when ap-
plying a tag, a not sign is available (figure 9). Clicking
the not sign when applying a tag allows users to express
that a resource has nothing to do with the term applied, a
helpful feature for more fine-granular categorization of re-
sources: e.g., users could tag some resources with the term
Web 2.0 and a few of them with ”not” scientific. This helps
users to quickly find all Web 2.0 related resources and to
quickly distinguish between the scientific and non scien-
tific ones among them. Clicking the plus- and minus signs
when working with tags allows single users to express that
they are less interested in a tag (or a certain tag associated
to a certain resource) or can additionally express that a tag
is of less relevancy for the entire community (figure 8). In
the tag cloud an anti tag is displayed red colored and with a
not sign in the upper right corner . Thus, these mechanisms
allow for further refinements of our user models.

Figure 8: Rate a tag

Figure 9: Create a ”Not-Tag”

Anti tagging
Anti tagging describes an enhancement to quantitative tag-
ging (cp. 3.4). Here we automatically increase or decrease
tags’ relevancy for the entire community by analyzing tags
semantics (cp. [Nauerz et al., 2008]). One option we
have evaluated is to take into consideration antonyms. E.g.,
when a resource is tagged with ”good” and ”bad” we regard
it as not tagged at all with either of these two terms as they
annihilate each other. Antonyms can e.g. be found using
the antonym thesaurus 2. As anti tagging is not trivial to
be realized as most examples are much more complicated

2http://www.synonym.com/synonyms/
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and less obvious than the one just provided we have not yet
incorporated it in our prototype.

Tag voting
Tag voting is a further enhancement to quantitative tagging
(cp. 3.4). A user can vote in favor of a tag in order to let
it become a favorite tag or against a tag. While the user
hovers over a tag, a click on the heart icon (figure 10), ex-
presses that he regards the tag as important and should thus
be higher weighted than the other tags. The tag is auto-
matically stored in a tag bag called My Favorites providing
quick access to all favorite tags. A click on the trash icon
(figure 10), indicates that the user regards the tag as inap-
propriate to describe the resource it has been assigned to.
We provide another seperate view which is free of the tags
the user has voted against. Depending on the system con-
figuration if enough user vote against a tag the tag can be
entirely removed from the resource. Thus, voting against
tags gives the community the power to correct errors and
solve the tag space littering problem autonomously.

Figure 10: Vote against a tag or favor a tag

3.5 Tag expiry
In our previous work we also assumed that tags can be ap-
plied once and stay alive until they are manually deleted
again. This let to tag-space littering as most users never
deleted tags anymore even if they became obsolete. The
fact that tags do not remain valid forever occurs in Por-
tals that provide dynamic content very often. This resulted
in having a lot of tags assigned to resources that did not
describe the resource adequately nor express the resources
relevancy to the community appropriately anymore. In our
prototype tag expiry allows users to specify a chronolog-
ical validity for tags when assigning them to a resource.
Taggers can give tags a start date, an end date or a time
frame in between they live. We also allow tags that are as-
signed a ”lifetime” to become more (or less) important as
time passes by. E.g. if there is a page in the Portal system
providing information about the Olympic Games 2012, this
page might become more and more interesting to users as
we get nearer to the year 2012 and less interesting after
2012. Thus users can specify that the tag should not be
available before 2011, vanish after 2013 and become more
important from 2011 till 2012 and less important from 2012
till 2013. Thus, tag expiry is yet another mechanism to help
the community to focus on what is currently really rele-
vant. Moreover, tag expiry allows us to neglect ”invalid”
tags from being considered when doing content adaptation
or recommendation. A clock icon in the upper right cor-
ner of a tag in the tag cloud indicates that a lifetime has
been applied to the tag (figure 11). If only one user has ap-
plied a lifetime to the tag, a tooltip appears during hovering
over the tag displaying the dates of the lifetime. Otherwise,
the clock icon implies that multiple lifetimes from differ-
ent users have been applied to the tag. The tag cloud can be
filtered by specifying a date or dragging the date slider into

Figure 11: View tags with lifetime in the tag cloud

the past or future. Latter feature allows simulating past or
future representations of the tag cloud; i.e. it provides ”fil-
tered” views of the cloud with respect to a certain point in
time. To apply a tag with a lifetime, the user selects, using
a date picker the start date, the end date or both (figure 12).

Figure 12: Apply a tag with specific lifetime

3.6 Tagging tags and meta-tagging
Previously we have also worked on solutions to solve ma-
jor problems of tagging systems: most of these problems
discussed dealt with synonyms (multiple tags having the
same meaning) and polysemies (a single tag having differ-
ent meanings). Current tag engines often try to overcome
these issues by applying stemming and normalization al-
gorithms which most often only solve problems resulting
from morphological variations. Semantical variations can
most often not be detected to be a synonym e.g. In our latest
prototype we allow the community to resolve the resulting
tag-space littering. In our tag-clouds we allow users to drag
and drop tags on each other to consolidate them (figure 13).
If a tag is dragged onto another tag, the user specify which
one of the tags is the representative tag. In addition to that
we allow users to create meta-tags (or meta-tag bags as we
call them) under which other tags can be organized (figure
14) .Users can create private meta-tag bags only they can
see or community meta-tag bags all users part of the com-
munity can see. That way users can e.g. create a meta-tag
bag ”sports” and drag all sports related tags into that bag;
users can also create a meta-tag bag ”favorite-stuff” and
just drag what he/she likes most into it.

3.7 Contextual tagging
We also allow for contextual tagging where we can asso-
ciate tags a certain context (for our context modeling ap-
proaches refer to [Nauerz et al., 2008]) to prevent irrelevant
tags (irrelevant in a certain context) to appear. This helps
focusing on currently relevant content again.

Summarized, a context is described by a context profile
which is defined by a set of context attributes permanently
observed (e.g. location, day of week, end user device being
used to access the system, and so forth). Context manage-
ment portlets can be used to define new context profiles
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Figure 13: Consolidate two tags

Figure 14: Create a tag bag

or to manually switch between contexts. Alternatively, the
system can automatically switch between contexts.

The rationale behind the idea of associating tags to con-
texts is that some tags are often used or applied in cer-
tain contexts only. E.g. some tags might only be ap-
plied when doing daily business and working in the of-
fice, whereas others might be applied when travling (e.g.
tags like ”weather information” or ”traffic information”).
Of course tags needed depends on the context, too. So,
the tags that have been applied when having been traveling
might be irrelevant when being in office.

Thus always displaying all tags part of a tag space is of-
ten not reasonable. Hence, we allow for context-senstitive
tag widgets, especially tag clouds that only display tags rel-
evant in the current context.

3.8 Other concepts
We are also allowing for tag sharing among subcommuni-
ties. Most current tagging systems allow to either create
public or private tags but do not allow for a granularity in
between. Our prototype allows to share tags with a dedi-
cated set of other users.

The tagging paradigms presented can be combined with
one or more of the other paradigms presented. For exam-
ple, an alien tag can be created which is only valid for a
certain period of time.

4 Conclusion and Future Work
In this paper we have presented tagging paradigms which
we are using to refine our user- and context modeling ap-
proaches presented in our previous work [Nauerz et al.,
2008] in order to perform content adaptation and recom-
mendation. The concepts described have already been pro-
totypically implemented and can be presented at the work-
shop. We have not yet performed in-depth evaluation on
these early ideas described in this short paper but are look-
ing forward to discuss them and receive initial feedback.

Of course, especially the usefulness of each single concept
has still to be evaluated.

For the future we plan to merge our Web 2.0 collabora-
tive tagging approaches with Semantic Web ideas heading
towards the Web 3.0.

IBM and WebSphere are trademarks of International Business
Machines Corporation in the United States, other countries or
both. Other company, product and service names may be trade-
marks or service marks of others.
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Abstract
During the last years we have observed a shift in
the way how content is added to web-based sys-
tems. Earlier, dedicated authors were responsi-
ble for adding content, today entire communities
contribute. As a consequence these systems grow
quickly and uncoordinated. New ways had to be
found to organize and structure content.
Tagging has become one of the most popu-
lar techniques to allow users (and entire user
communities) to perform this structuring au-
tonomously. But, not only because current tag-
ging systems have their flipsides (e.g. synonyms
and polysems lead to littered tag spaces making
it difficult for users to find relevant content), we
argue that tagging is sometimes an abstraction
layer not necessarily needed. In many scenarios
users just want to interlink content fragments (re-
sources) with each other. In this paper we present
an approach allowing users, i.e. the community,
to collaboratively define relations between arbi-
trary content fragments. They can interlink any
source with any target. We allow for personal
interlinking of resources as well as collabora-
tive interlinking. In the latter case we visualize,
for each single resource, available interlinks in
what we call link clouds, a concept comparable
to tag clouds. We finally leverage the knowledge
about the interlinks between resources’ for build-
ing personal (or community) navigation struc-
tures and for performing content recommenda-
tions.
The concepts presented are being prototypically
implemented within IBM’s WebSphere Portal
and can be presented in a live demo at the work-
shop.

1 Introduction
Today, web-based systems are often comprised of a huge
amount of content. They are no longer exclusively main-
tained by IT departments, instead, Web 2.0 techniques are
used increasingly, allowing user generated content to be
added. These systems grow quickly and in a more uncoor-
dinated way as different users possess different knowledge
and expertise and obey to different mental models.

The continuous growth makes access to really relevant
information difficult. Users need to find task- and role-
specific information quickly, but face information overload
and often feel lost in hyperspace. Thus, users often miss

out on resources that are potentially relevant to their tasks,
simply because they never come across them. On the one
hand, users obtain too much information that is not relevant
to their current task, on the other hand, it becomes cumber-
some to find the right information and they do not obtain
all the information that would be relevant.

As users (and entire communities) have been enabled
to contribute content, mechanisms have been introduced
to allow categorizing, organizing and structuring this con-
tent, too. Particularly tagging and rating, which have be-
come very popular collaboration techniques, provide new
means doing this kind of categorization. It can add valu-
able meta information and even lightweight semantics to
web resources. Tagging allows non-expert users to develop
folksonomies that categorize content available in the sys-
tem.

In our previous work [Nauerz et al., 2008] we developed
several tagging engines, which e.g. allowed arbitrary anno-
tators, e.g. human users or analysis components (for auto-
mated tagging), to annotate any resources. The analysis of
users tagging behavior allowed us to model their interests
and as well as semantic relations between resources, and
thus to perform reasonable recommendations and adapta-
tions. In [Nauerz et al., 2009] we also introduced new
tagging paradigms like alien tagging, reputation-based tag-
ging, quantitative tagging, anti tagging, tag expiry, contex-
tual tagging, and described how these can be used to refine
our models and to perform even more valuable adaptations
or to issue more valuable recommendations.

But tagging engines also have their flipsides, though:
synonyms and polysems lead to littered tag spaces mak-
ing it difficult for users to find relevant content. Users suf-
fer from retrieving content actually not being of interest or,
vice versa, from not retrieving content that actually would
be of interest when exploring the tag space. Even worse,
tagging requires users to invest work and thus time: they
need to come up with proper tags and assign them to the ap-
propriate resources. If users just want to interlink resources
with each other this is an unnecessary overhead, probably
one reason why in most tagging systems not more than ap-
proximately 20% of all users tag content (cp [Al-Khalifa
and Davis, 2007] and [Sen et al., 2006]).

In this paper we present an new approach for solving
the problems just mentioned. We argue that if we allow
people to contribute content, we should also allow them to
organize and structure this content leveraging their collec-
tive wisdom. But we want to enable them to do so without
forcing them to come up with proper tags for resources. We
want to relief them from this overhead if not really neces-
sary.

We regard tagging as an interesting approach to catego-
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rize content and see dynamic interlinking as an interesting
accompanying approach to relate content fragments to each
other.

Thus we present an approach allowing users, i.e. the
community, to collaboratively define relations between ar-
bitrary content fragments. They can interlink any source
with any target. We allow for personal interlinking of re-
sources as well as collaborative interlinking. In the latter
case we visualize, for each single resource, available in-
terlinks in what we call link clouds, a concept comparable
to tag clouds. We finally leverage the knowledge about re-
sources’ interlinking for building personal navigation struc-
tures and for performing content recommendation.

2 Related Work
As already indicated, a lot of newer approaches to al-
low users to categorize, organize and structure content au-
tonomous have been made by introducing abstraction lay-
ers like tagging.

But only few work has been done to find solutions al-
lowing users to directly interlink resources. Even lesser
work has been invested to find solutions leveraging knowl-
edge about the interlinks created to aggregate link clouds
(cp. 3.3), to construct personal- or create new navigation
menus (cp. 3.4), or link flows (cp. 3.6), or to do content
recommendations (cp. 3.5).

So far, most approaches rely on means to automatically
improve link structures. Adapting link structures (includ-
ing link sorting, link annotation, and link hiding as well as
generating links) based on user profiles etc. has been per-
formed a lot, approaches are e.g. described in [Brusilovsky,
1996]. Even earlier work on computed and adaptive link-
ing included the implicit linking mechanism described by
[DeRose, 1989], as well as the work described in [Bieber
and Kimbrough, 1992] and [Stotts and Furuta, 1991].

Other early approaches to automatically interlink re-
sources focus on computing links based on relationships
or similarities between texts or passages of text, where a
link is not defined as a pointer from one hypertext node
to another, but rather as a query that leads to a different
node. [Allan, 1996] describes how documents can be ana-
lyzed and automatically interlinked if similar. [Bodner and
Chignell, ] describes how text analysis can be performed
on what they refer to as source nodes and target nodes. De-
pending on the similarity of both nodes links are automat-
ically generated between those. A similar approach is de-
scribed in [Wilkinson and Smeaton, ] which is also based
on the determination of the relationships between nodes to
interlink them.

In [Nauerz and Welsch, 2007] we have described our
approaches for automatically adapting link structures (and
navigation topologies).

Some approaches to manually create links between re-
sources (e.g. documents) are described in [Carr et al.,
1998]. But even with these approaches, where the commu-
nity is given the power to decide which resource to interlink
to which other resource, concepts like the ones mentioned
above have not been pursued.

3 Concepts
Web-based systems are comprised of content fragments
(also referred to as resources). These resources can be
structuring elements like web pages, or with respect to
Portal systems also pages and portlets. These resources

provide users with content and services. On a more fine-
granular basis resources can be any identifiable informa-
tion unit, an image, a video, a document, a text passage,
and so forth. Different resources provide different informa-
tion, which can still be related. E.g., there might be pages
part of an Enterprise Information Portal that provide means
to book flights, hotels, cars or trains - different pages with
similar use cases.

Prior to the Web 2.0 era these resources have been
brought into relation by some central instances, usually
administrators or content authors. However, those super-
imposed structures were not necessarily compliant to users’
mental models and therefore resulted in significant effort to
find the information needed. This became even worse, once
user generated content was added, where the structure did
not follow the design the administrator had in mind. fig. 1
shows the structure of a sample system: four branches ex-
ist below the root node. Along the first branch authors have
put everything having something to do with ”flying”, e.g.
pages that provide information about airports (location, ar-
rival and departure times of flights, etc.), travel regulations
(official regulations and internal company regulations), and
finally a page to book a flight. Along the second branch au-
thors have put everything have something to do with ”ho-
tels”, e.g. pages that provide information about hotels at
different locations as well as a page to finally book a hotel.
Along the third branch authors have put similar pages hav-
ing something to do with ”cars and trains”. Underneath the
fourth branch users find pages to do their travel expense.

Figure 1: Structure of the sample system

Experienced users know about their favorite airports, the
external and internal travel regulations and so forth - they
just want to do their bookings. Given the structure above
users would have to perform a lot of (unnecessary) clicks
to traverse the booking pages. With the availability of a
tagging engine users could have had tagged (which would
have been work, too) these pages with the term ”booking”,
but even then users would have to fire up the tag cloud,
select the right tag, analyze the result list of resources that
have been tagged with the selected tag and select the right
one out of those being presented. Moreover, there could
be more pages tagged with the term ”booking” but being
irrelevant in the scenario described.

As said, the question is, why, if users contribute content,
we do not allow them to organize and structure this con-
tent, too? Or, in other words, why we do not allow them to
interlink resources independently from what administrators
or content authors thought is the correct structure?
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3.1 Personal Dynamic Interlinking
Private personal interlinks behave similar as private tags as
described in [Nauerz et al., 2009]. They can only be seen
by the user who created them. fig. 2 exemplarily visual-
izes how private personal interlinks can be created within
a typical Web Portal solution. First, the user navigates to
the resource where he wants to interlink from, the source
resource. A resource can be a page, a portlet or anything
uniquely referencable. There he clicks a button which trig-
gers the linking process. Next, he navigates to the resource
he wants to interlink to, the target resource and clicks a
button which finishs the linking process and establishes the
interlink between both resources.

Figure 2: Creating interlinks

This way every user can interlink the resources he per-
sonally thinks should be related, totally independent from
what an administrator or content author had in mind who
always try to create structures satisfying majorities but
not necessarily single users. He can manually create per-
sonal shortcuts and cross-references between related con-
tent. This way navigating through the system can be per-
sonalized and speed-up.

In the sample described earlier a user might be one of
those experienced users that usually want to do his book-
ing just by sequentially traversing the three booking pages
and the travel expense page. Thus he would create three
personal interlinks as depicted in fig. 3 (red connectors),
one from the flight booking page to the hotel booking page,
one from the hotel booking page to the car booking page,
and one from the car booking page to the travel expense
page. Next time he is doing his bookings he can follow this
path by doing three clicks only, just following his personal
interlinks.

3.2 Collaborative Dynamic Interlinking
The real power and benefits of dynamic interlinking be-
comes evident when allowing collaborative dynamic inter-
linking. A collaborative dynamic interlink created by one
user can be seen by all other users, too. Creating collabora-
tive interlinks is done similar as creating private interlinks,
except that a checkbox indicating that the next interlink to
be created should be a private interlink has not to be se-
lected (cp. fig. 2).

Figure 3: Personal interlinks

The private interlinks created before could have been
created as collaborative interlinks, too. Thus, one or more
experienced users could have set interlinks between the
booking pages. This can help people that want to do their
booking for the very first time. These users do not need
to search for one booking page after the other anymore, in-
stead they can follow the interlinks available.

Private and collaborative interlinks can be mixed, of
course. E.g., in addition to the collaborative interlinks
(red connectors) interlinking the booking pages, less expe-
rienced users might want to interlink from these pages to
the corresponding pages providing information for travel
regulations (green connectors) (cp. fig. 3 again).

3.3 Visualizing Dynamic Interlinks
An important aspect is that of course multiple interlinks can
be created from any resource to any other; similar each sin-
gle resource can be the endpoint of several interlinks point-
ing to it. Depending on users needs interlinks could also
be added between other booking pages (cp. fig. 4 where
solid as well as dotted red lines represent collaborative in-
terlinks), e.g. between the flight booking page and the car
booking page, the flight booking page and the travel ex-
pense page and so forth. This could be done by users that
e.g. do never need all three booking pages, e.g. because
they never book a car and want to skip the corresponding
page.

Figure 4: Collaborative interlinks

This is similar to what we observe in collaborative tag-
ging environments, where single resources can be tagged
with multiple tags. The most important concept to visu-
alize tags (and their importance) for single resources or a
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set of resources are tag clouds. Tag clouds display which
tags are available and how often these have been applied
(with respect to what one is looking at); more often applied
tags are regarded as more important tags which are usually
presented in a larger font size.

We propose a similar mechanism, which we refer to as
link clouds, for visualizing dynamic interlinks. When nav-
igating from one resource to another, the user-/community
created personal interlinks can be used in addition to the
links that were originally created by an administrator or
content author.

So, e.g. if collaborative interlinks have been created as
described above, when being on the flight booking page
there could be a link to the superior flights page as modeled
by the content author. But additionally a link cloud could
display interlinks to the hotel page, the cars page and the
travel expense page. If most users navigate from the ho-
tel page to the cars page more people would interlink these
two pages. So, if e.g. 10 users interlink the flight booking
page to the hotel booking page, 5 from the flight booking
page to the cars booking page and 1 from the flight booking
page to the travel expense page the first linkage would be
regarded the most important one, the second one the sec-
ond most important one and so forth. fig. 4 visualizes this
as the thicker solid red connectors represent interlinks set
by more users.

Link clouds visualize this importance to the users. Dif-
ferent solutions can be thought of. In one embodiment
(cp. fig. 5) link clouds could look like tag clouds present-
ing a description of the target resource they are linking to.
Depending on the importance of the available collabora-
tive interlinks (derived by how often a certain interlink has
been set) some targets could be presented more prominent
(larger font size) than others.

Figure 5: Link clouds

3.4 Personal and Community Navigation
Taking into consideration all personal and collaborative in-
terlinks available in the system we can provide users with
additional navigation menus, accompanying the one orig-
inally created by an administrator or content author, from
which they can select. Therefore we provide users with a
pull down menu, displayed at the top corner of every page,
where he can select between these navigation menus:

• Original navigation
• Personal navigation
• Community navigation
• Aggregated navigation

The original navigation represents the navigation as cre-
ated by an administrator or content author not containing

any personal or community interlinks; The personal nav-
igation adds personal interlinks to the original navigation
so that these can be used from within the standard navi-
gation menu. The community navigation adds collabora-
tive interlinks to the original navigation and the aggregated
navigation adds personal and collaborative interlinks to the
original navigation.

It is also possible to display a navigation menu com-
prised of personal or community interlinks only, not con-
taining the original navigation at all. This can be controlled
via an additional check-box.

With respect to our previous sample, fig. 6 shows the ag-
gregated navigation, which contains all administrator cre-
ated links, as well as all collaborative interlinks and the
user’s personal interlinks. The same figure without the
green connectors would represent the community naviga-
tion, without the red connectors the personal navigation
and without the green and red connectors the orgininal nav-
igation.

Figure 6: Personal-/community navigation

3.5 Content Recommendation
Leveraging the knowledge about incoming and outgoing
dynamic interlinks for any resource allows us to perform
related content recommendations. Three scenarios can be
thought of (cp. fig. 7):

Forward linking (red lines in fig. 7) describes the most
trivial case. With respect to our previous sample we might
know that interlinks exist pointing from the flight booking
page to the hotel booking page, car booking page and travel
expense page. Thus we know that all these three target
pages have something to do with the source page and can
be recommended when being on the source page.

Backward linking (red lines in fig. 7) describes the sec-
ond case. We might know that the flight booking page, the
hotel booking page, and the car booking page link to the
travel expense page. Thus we could recommend these three
source pages when being on the target page.

Sideward linking (red lines in fig. 7 again) describes
the third case. Again, we might know that interlinks exist
pointing from the flight booking page to the hotel book-
ing page, car booking page and travel expense page. Thus,
there might not only be a relationship between the source
and target pages, but also among the sources (or targets)
themselves. Thus, a user being on the hotel booking page
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might also be interested in the car booking page as both are
referenced from the same source page.

Figure 7: Forward, backward and sideward linking

3.6 Multi-Segment Interlinking
We also allow for doing more than just interlinking one
resource to exactly one other. We refer to a continuous
sequence of interlinks as link flows.

Such paths could be manually created by users (an ad-
ditional check-box in the UI, cp. fig. 2, allows to do so),
or, in a more sophisticated variant detected and recorded by
the system. Latter could be based on following, from one
resource to another, the ”top” interlink (the one set by most
users), or on analyzing which available interlinks users fol-
low, again from one resource to another, most often.

Figure 8: Multi-segment linking

With respect to our sample such a path could be com-
prised of the resources home page, flight booking page,
hotel booking page, car booking page, and travel expense
page (cp. fig. 8).

4 Conclusion and Future Work
In this paper we have presented a new approach to interlink
arbitrary fragments of web elements by defining relations
between them. Users can do this both only personally, but
also in a collaborative way. Such relations can then be visu-
alized and used for navigation purposes. For individual use
such personal interlinks work like personal tags. Users can
create their own optimized linking/relationship network in-
dependent from schemes defines by administrators or con-
tent authors. In the collaborative case the created link pat-
terns are visible to all and provide added value by reflecting

common or strongly used relations. We also proposed to
eploit the explicitly generated knowledge about interlink-
ing for content recommendation. Furthermore interlink-
ing can be extended beyond single steps thus creating link
flows or paths that could e.g. encompass an entire task to
be performed. Users can always freely select between the
original or the new enhanced link cloud navigation. These
concepts have been prototypically implemented in IBM’s
WebSphere Portal.

In the future, we intend to work on visualization and
UI related extensions. We are looking forward to discuss
these ideas and get feedback. Each aspect still needs to be
evaulated in terms of both usabilitiy and usefulness.

IBM and WebSphere are trademarks of International Business
Machines Corporation in the United States, other countries or
both. Other company, product and service names may be trade-
marks or service marks of others.
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Abstract
Computer applications are increasingly used in
non-desktop settings, e.g. at a public kiosk
systems or on mobile phones. Thanks to the
widespread availability of web browsers for dif-
ferent platforms, web interfaces are often em-
ployed in these settings. However, current
browsers lack sufficient support for flexibly
adapting to non-desktop settings, e.g. ad-hoc
changes of input devices. A use case for this
is, e.g., an interactive shopping window that
presents a web interface for buying products. If
the browser in the shopping window supported
ad-hoc changes of input devices, the customer
could dynamically attach carried input devices,
e.g., a mobile phone, to the browser and interact
with it. In this paper, we present a solution to the
problem of dynamically connecting input devices
in a non-desktop setting to a browser, based on
the MundoMonkey Firefox extension for interac-
tive spaces. Using our approach, the unmodified
web user interface can be used with arbitrary in-
put devices in ways that cannot be realized by
synthesizing mouse and keyboard events. In our
approach, the customization to the device at hand
is performed transparently to the application de-
veloper by the end-user.

1 Introduction
Web interfaces are commonly used to make applications
accessible for a wide range of usage situations. Web inter-
faces are extremely portable, e.g., they can be used on mo-
bile phones, on public kiosk systems and on the office desk-
top. Still, there are many more situations, in which web in-
terfaces cannot be used efficiently, because no browser ex-
ists that supports the situations characteristics with respect
to in- and output devices.

If one such situation is important enough, e.g., because
it is directly related to business value, a customized solu-
tion can be implemented for a controlled environment like
a warehouse or a hospital following the design approach of
[Klug and Mühlhäuser, 2007]. In more open environments,
where a heterogeneous set of users interacts with different
input devices in a way depending on their preferences and
the situation, such an approach is not feasible. For exam-
ple, in a shopping mall users may want to interact with an
interactive shopping window using their personal devices
for input, as sketched in Figure 1. The user’s mobile phone
can act as an input device, e.g., by using voice recognition

via the built-in microphone or gesture recognition via the
phone’s camera or remotely controlling a mouse cursor via
the phone’s touchscreen. Thereby, the choice which modal-
ity is used for interaction depends on the situation, e.g., on
the noise level and the user, e.g., her motor skill level.

In this paper, we argue that, ideally

A the browser running the web interface, e.g., the one
situated in an interactive shopping window, is able to
automatically connect to and receives input from de-
vices carried by the user, and

B the user (or at least the shop assistant) can easily in-
stall support for novel interaction techniques and de-
vices.

Reaching both subgoals should not require assistance from
the developer of the web application nor assistance from
the developer of the browser. We assume that in the envi-
sioned open environments an existing interface will be used
much more frequently in a novel situation or with a novel
device than a new application for existing devices and sit-
uations will be developed. This is in contrast to desktop
computing where an application would always be accessed
with the same device setup. However, for web applications
this is already true to some degree, as they may be accessed
with different and novel browsers. Therefore, we put an
emphasis on web user interfaces in our research, as these
also bring many advantages, like easy deployment, and al-
ready address a wide range of usage situations as stated
above. In this paper, we present a novel approach for con-
necting input devices to a web browser in an open environ-
ment, building on the MundoCore middleware [Aitenbich-
ler et al., 2007]. We integrated access to the middleware
into an end-user scripting framework for web interfaces
with the MundoMonkey extension for Firefox. Thereby,

• i) the actual interaction device used to carry out an
interaction technique is determined automatically at
runtime and

• ii) the set of supported interaction techniques can be
determined by an end-user with minimal effort.

2 MundoCore Middleware for Interactive
Spaces

To reach subgoal A, from the introduction, the different
devices in an open environment, e.g., in front of a win-
dow in a shopping mall, need to be able to communicate
with each other without configuration. A suitable approach
to solve this problem, is to require that all devices use a
common communication middleware like [Vanderhulst et
al., 2007] or [Johanson and Fox, 2002]. To this end, we

ABIS

44



Figure 1: Users in a shopping mall interact with interactive shopping windows using different input devices.

employ the MundoCore middleware [Aitenbichler et al.,
2007]. MundoCore is a Pub/Sub middleware with language
bindings for Java, Objective-C, C and C++. To connect a
device to the MundoCore middleware a proxy service is
needed that receives input events from the device hard-
ware and publishes it as MundoCore events. Proxy ser-
vices for many input devices are readily available, e.g., a
voice recognition device [Aitenbichler et al., 2004] or the
Wii Remote. The ensemble of a hardware device and the
corresponding MundoCore service publishing events will
be called an interaction resource in this paper.

The ensemble of all interaction resources together with
additional context sensors providing information build up
the interactive space surrounding the browser. Thereby,
we consider the interactive space as a generalization of
desktop and mobile phone environments, for which current
browsers are designed.

Several techniques can be used on the side of the browser
to decide which of the available interaction resources
should currently be used for interaction. One possibility
is to decide based on location information, e.g., to accept
input from devices belonging to a nearby user, or a user
looking at the browser’s screen, as proposed in [Braun et
al., 2004]. Another option, giving more control to the user,
is a meta-user interface allowing the user to associate with
the browser and configure the interaction means [Vander-
hulst et al., 2009; Schreiber and Hartmann, 2008]. Thus,
the first subgoal A is reached by combining a communica-
tion middleware with context awareness and/or a suitable
meta-user interface.

However, designing a browser for interactive spaces re-
quires much more flexibility in supporting different input
techniques, as the devices in the interactive space may
change in unforeseen ways, e.g. requiring support for a
so far unknown voice input device.

3 MundoMonkey
To reach the second subgoal B from the introduc-
tion, we designed the MundoMonkey Firefox extension.
MundoMonkey [Schreiber et al., 2009]1. It takes the flex-
ibility and rich output adaptation capabilities of end-user

1https://leda.tk.informatik.tu-darmstadt.de/cgi-
bin/twiki/view/Mundo/MCFirefox

scripting for web interfaces and augments them with sup-
port for handling input from the interactive space surround-
ing the browser. Handling of input and output modifica-
tions are performed by MundoMonkey interaction strate-
gies. MundoMonkey interaction strategies are JavaScript
files that are executed in the context of the web applica-
tion in the browser. This allows them to easily modify the
output by operating on the DOM of the web page in the
browser.

MundoMonkey is built on top of Greasemonkey2 and
Greasemonkey scripts can serve as basis for MundoMon-
key interaction strategies. As one important improve-
ment compared to Greasemonkey, MundoMonkey allows
interaction strategies to connect to the MundoCore [Ait-
enbichler et al., 2007] middleware for interactive spaces
and thereby react to events from interaction resources and
sensors in the interactive space. For example, interaction
strategies can attach an event listener to a speech recogni-
tion service to react on user utterances.

The end-user can install a new interaction strategy like
any Greasemonkey script, by pointing the browser to a
URL. The set of available interaction strategies can thus
be easily installed by the end-user, e.g., the shop assistant
in the mall. The widespread use of Firefox extensions and
Greasemonkey scripts shows in our opinion that installing
interaction strategies is possible for the end-user without
any assistance from developers.

At runtime, MundoMonkey automatically selects the ap-
propriate interaction strategies for the devices at hand.
MundoMonkey does so, by matching the device type to the
required input for all interaction strategies and then select-
ing the ones that are best suited to handle the input from
the devices. This setup can then be overridden by the user
with the means of a meta-user interface.

Our approach requires that every interaction strategy is
implemented in a generic way, i.e. able to work with any
web user interface. Otherwise, installation of web user in-
terface specific strategies would be needed, which would
impose severe scalability problems considering the huge
number of existing web user interfaces. Still, it is pos-
sible to support a wide range of input devices and inter-
action techniques by using MundoMonkey strategies. In

2http://www.greasepot.net
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the next section, we present one example of such an in-
teraction strategy. Especially interaction techniques that
cannot be realized by synthesizing mouse and keyboard
events, e.g., interaction techniques that require the com-
bination of output modification and input handling, benefit
from MundoMonkeys output modification capabilities.

4 Voice Interaction Strategy
As a use case for MundoCore and MundoMonkey, we
present an interaction strategy for voice. Thereby, the voice
input device connected to the Firefox browser is the Talking
Assistant [Aitenbichler et al., 2004]. The Talking Assistant
is a small device that is always carried by the user. The
idea is, that the user in a mall can use the voice recognition
capabilities of the Talking Assistant with a browser in an
interactive shopping window. If somebody wearing a Talk-
ing Assistant approaches the shopping window, the Talking
Assistant is connected to the browser and can control the
web page loaded in the browser via voice commands.

The problem solved by the voice interaction strategy is
to provide a recognition grammar for the web page at hand
to the Talking Assistant. This has to be done without any
specific knowledge about the web application, as other-
wise a new strategy for every interface would be required.
Thanks, to the access to the DOM of the web interface in
the browser, the strategy can be implemented in a web in-
terface agnostic way.

The recognition grammar provides phrases for control-
ling every interactive element of the web page, extracted
from the DOM tree. Thereby, the content of the element
is padded with fixed phrases for making the interaction
more natural. To access a link on the page, the user can
e.g. say ”click on <link text>, please”. For interactive
form fields the fieldname is not so easy to extract. We
used existing algorithms for determining the labels of in-
teractive elements on the web page, [Leshed et al., 2008;
Hartmann et al., 2008]. Once the page is loaded and pro-
cessed, the resulting grammar is sent to the Talking Assis-
tant via the MundoMonkey Extension. Figure 3 shows an
example for a rule generated for a link with the label ”char-
acter”, more complicated rules may also involve variables,
i.e. inline dictation, whose values are passed back to the
strategy as parameters. The grammar is specified in the
MS SAPI5.3 format3.

Once the grammar was sent to the Talking Assistant, the
reactive part of the strategy handles all recognized utter-
ance. To do so, it stores a specific callback function for
every grammar rule. The callback functions are generated
while processing the page and creating the grammar. For
example, matching of the rule in figure 3 results in follow-
ing the ”character” link in the web page. Our voice inter-
action strategy supports different actions for the different
HTML form element types and HTML links.

5 User Study
To evaluate whether our voice interaction strategy provided
usability which is comparable to other state of the art voice
user interface techniques that do not benefit from the flex-
ibility of MundoCore and MundoMonkey, we compared it
against the built-in voice control of the Internet Explorer in
Windows Vista.

3http://msdn.microsoft.com/en-
us/library/ms723632(VS.85).aspx

"click on character, please"

Figure 2: Example page used in the user study. The char-
acter link could be activated by saying ”Click on character,
please”.

<rule id="command4">
<O><O>please</O>

<L>
<P>select</P>
<P>click<O>on</O></P>

</L>
</O>
<P>character</P><O>please</O>

</rule>

Figure 3: One rule of the grammar generated for the exam-
ple page.

The study was conducted using a within subject design.
Participants were members of our department and students
(n = 10). Every participant completed a task with the Fire-
fox browser, augmented with our voice input strategy ex-
tension and the Vista voice control for Internet Explorer.
Thereby the Talking Assistant also used the Vista Speech
Recognizer, so we reduced the difference to just the map-
ping of speech recognition results to actions in the web
page. This procedure allowed us to test our interaction
strategy against the built-in Internet Explorer strategy. See
Figures 5 and 4 for an overview on the setup in both con-
ditions. Although we tested only one web user interface
in the user study, the strategy works with other websites,
e.g., the one of E-Bay or of online travel-agencies. Thereby
the example shows, that a strategy can be efficiently imple-
mented without tailoring it to a specific website.

The task performed by the participants was to gather
information from Wikipedia articles, which could be eas-
ily replaced by the contents of a shopping catalog in the
mall scenario. Participants had to scroll down twice (they
were told to ”Find the information on the bottom of the
page”). Then they were instructed to select a certain link
(”follow the third link in the list”) and then select a link
of their choice (”follow any link on this page that interests
you”). After the task, participants filled out the SUS usabil-
ity questionnaire [Brooke, 1996]. The order of conditions
was counterbalanced to control for learning effects. We
found the ratings of our strategy (M = 62.5, SD = 17.16)
were significantly better than the rating for the Vista Voice
Interaction (M = 51.5, SD = 18.33) using a dependent
samples t-test (t(9) = 2.45, p < .05), see figure 6. The
effect size was medium to large with Cohens′d = 6.4.

The goal of the study was not to prove superior usability
of the voice interaction strategy but more whether voice
interaction could be implemented within MundoMonkey
with comparable usability to commercial systems. There-
fore we did not use a larger sample size or obtain detailed
quantitative data. The reason why the voice strategy of
MundoMonkey achieved a higher SUS score is probably
the higher recognition rate of the Vista Speech Recognizer
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Figure 4: Setup in the voice interaction strategy condition
used in the study
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Figure 5: Setup for the builtin Internet Explorer strategy
condition used in the study

Figure 6: Our voice interaction strategy achieved a signaf-
icantly higher SUS usability score compared to the builtin
Internet Explorer strategy.

when using a small recognition grammar for the website at
hand (as in the voice interaction strategy) compared to the
dictation grammar used in the Vista condition.

Implementing voice interaction as interaction strategy
within MundoMokey has several advantages over embed-
ding it in the operating system or the browser, as e.g. done
in Windows Vista. The recognition is done on the Talking
Assistant, which exclusively is used by a single user. This
allows the voice recognition engine of the Talking Assis-
tant to be highly customized for a single speaker, greatly
improving recognition performance. Further, the flexibility
of MundoCore allows different Talking Assistants to dy-
namically associate with the browser and interact with the
web application, as required in a mall which is populated
by many users.

6 Related Work
User interfaces that adapt to the context of use, i.e. the in-
teraction devices, the user experience ant the user’s other
tasks [Calvary et al., 2005] without having to change their
implementation through programming are a pertinent prob-
lem in research. In this section approaches to solving the
problem from various fields will be analyzed according to
their strength and weaknesses.

W3C Ubiquitous Web Applications Activity The prob-
lem of widening access to web applications to other de-
vices and modalities is targeted by the W3C Ubiquitous
Web Applications Activity which focuses on mechanisms
to reduce the cost for developing and delivering applica-
tions to a wide range of devices, including the means to
adapt to user preferences and environmental conditions.
This goal is pursued by proposing extensions to the HTML
standard, e.g. X+V. With such an approach, legacy appli-
cations, e.g. an existing travel booking web application,
will have to be rewritten to benefit from these extensions.
Supporting emerging input techniques will require an addi-
tional rewrite of the application. An alternative would be to
map the new input techniques to fit an existing application
in the browser, as it is proposed in this paper.

Model Driven UI Development Model driven UI de-
velopment as e.g., proposed in [Berti et al., 2004] allows
the application developer to specify the UI in a device-
or modality independent user interface description lan-
guage (UIDL, see [Souchon and Vanderdonckt, 2003] for
an overview of existing UIDLs) at an abstract level. This
description is then automatically adapted to the device at
hand. This approach gives the programmer very power-
ful tools to specify user interfaces. As noticed in [Gilroy
and Harrison, 2005], it forces end-users and device ven-
dors to integrating new devices or interaction techniques
into the model transformation engine before they can be
used, which is rather complex. As an alternative, we are fo-
cussing on allowing the end-user to customize the interac-
tion with a web application in an ad-hoc easy way, thereby
not giving the programmer additional support for specify-
ing the interface.

Adaptive Toolkits Adaptive toolkits like SUPPLE++
[Gajos et al., 2007] layout GUIs with respect to the physi-
cal abilities of the user or the requirements of the situation
(e.g. to support users wearing gloves). SUPPLE++ relies
on a proven mathematical model, which is able to automate
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the layout task using recorded user traces and an interaction
cost model describing the situation. Implementing interac-
tion techniques, like voice interaction or techniques which
require modification of the UI as a whole instead of at wid-
get level are more difficult to implement with such an ap-
proach. Also, the focus is not on supporting dynamically
changing input devices at runtime, which would require to
connect the adaptive toolkit to a suitable communication
middleware.

Assistive Computing The above mentioned approaches
provide advanced tools to the developer, which require a
rewrite of legacy applications to benefit the end-user. Ap-
proaches from the area of assistive computing like [Wang
and Mankoff, 2003; Carter et al., 2006] do not require a
change of the application to support a specific usage con-
text. Instead they mimic the expected environment to the
application and map it to the actual environment, e.g. by
controlling a mouse cursor with a one-switch device. How-
ever, they do not support highly dynamic interactive spaces
as e.g. encountered in the mall scenario, where one appli-
cation is used by different users with different devices.

Ubiquitous Computing Approaches from the area of
ubiquitous computing that explicitly target dynamically
changing devices like [Dragicevic and Fekete, 2004b; Ser-
rano et al., 2008; Ballagas et al., 2003; Dragicevic and
Fekete, 2004a] do not work together with HTML inter-
faces, thereby losing the advantages web applications al-
ready provide, like easy deployment. Although one could
theoretically implement a web browser which makes use of
these approaches, supporting some interaction techniques
would still be difficult. For example, the mentioned tools
do not support output modification sufficiently. For recog-
nition based input, like speech recognition devices this is
a drawback as these are best handled by providing disam-
biguation options to the user, e.g., in the form of a list to
choose from [Mankoff et al., 2000]. In our approach out-
put adaptation and presenting disambiguation lists is easily
possible. The results from [Hartmann and Schreiber, 2009]
show, that displaying suggestions from uncertain contex-
tual data sources allows to increase usability of applica-
tions.

End-user scripting Altering web pages in the browser is
supported by end user programming tools like [Bolin et al.,
2005; Little and Miller, 2006; Bigham and Ladner, 2007].
This approach allows the end user to tailor interaction with
web pages to her specific situation without requiring to
rewrite the application. However, these programming envi-
ronments do not support communication with external in-
put devices at the client side. This drawback is remedied
by MundoMonkey, which thus enables to use the very suc-
cessful end-user scripting approach for web applications to
target the adaptation to input devices as well.

7 Conclusions
Web interfaces are widely used to provide access to appli-
cations in many non-desktop usage situations. However,
current browsers are too inflexible to support the different
situations we encounter in open environments, like a shop-
ping mall. To remedy this, we presented a solution relying
on i) MundoCore for dynamically connecting input devices
to the browser at runtime, and ii) MundoMonkey for letting

the end-user add support for new types of input devices in
the form of interaction strategies without requiring changes
to existing applications.

As an example we presented an implementation of voice
input as interaction strategy, which has significantly bet-
ter usability than the built-in voice control for Internet Ex-
plorer. Additionally, it can easily connect to different input
devices, e.g., in a mall environment. Compared to other
approaches, MundoMonkey allows the implementation of
interaction strategies that handle the input to applications
and additionally are able to modify the output of the ap-
plication. For example, this makes it possible to combine
voice input with suggestions from contextual data, as im-
plemented in [Hartmann and Schreiber, 2009].

Currently, the interaction strategies need to be installed
manually, however, they could also be downloaded auto-
matically from the device of the end-user, which would fur-
ther simplify the process.
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On Table Extraction from Text Sources with Markups

Lorenz Weizsäcker Johannes Fürnkranz
Technische Universität Darmstadt
{lorenz,juffi}@ke.tu-darmstadt.de

Abstract
Table extraction is the task of locating tables in a
document and extracting their content along with
its arrangement within the tables. The notion of
tables applied in this work excludes any sort of
meta data, e.g. only the entries of the tables are
to be extracted. We follow a simple unsupervised
approach by selecting the tables according to a
score that measures the in-column consistency
as pairwise similarities of entries where separa-
tor columns are also taken into account. Since
the average similarity is less reliable for smaller
tables this score demands a levelling in favor of
greater tables for which we make different propo-
sitions that are covered by experiments on a test
set of HTML documents. In order to reduce the
number of candidate tables we use assumptions
on the entry borders in terms of markup tags.
They only hold for a part of the test set but al-
low us to evaluate any potential table without re-
ferring to the HTML syntax. The experiments
indicate that the discriminative power of the in-
column similarities is limited but also consider-
able given the simplicity of the applied similarity
functions.

1 Introduction
This work is about table extraction on HTML-documents
or on other source types that use mark-up-tags and can
easily be transformed into a sequence of ASCII symbols
without impeding the extraction of tables. As output we
target the entries along with their arrangement in row and
columns letting aside any sort of meta data.

Following [6], [3] the task of table extraction strips
downs to two subtasks. For solving the task of table lo-
cation we have to find the smallest substrings of the input
string that contain the tables. For table recognition we aim
to get the tables content and structure out of those substring
having the input string at hand. A substrings is here defined
by both, the sequence of character it contains and its slice,
the start and the end position, on the string it is taken from.

In principle, mark-up-languages allow addressing tables
with tools for querying the structure induce by the markups.
However, for neither of the two subtasks we can fully rely
on the markups. For instance, in HTML-documents table-
nodes often are used for arbitrary layout porpuses. Further,
the location task also has a significant genuine error in the
sense that for some potential tables it is a matter of tast
wether we takes them as extractioin targets or not. The

correct output is not defined but by the choosen example
set. We do not intend to extract meta data such as titles,
column headers, separating rows that are empty or contain
titles of the subsequent table part. Here again, for many
types of meta there are special node definitions but these
are not always used. For instance, we have often to deal
with column headers which take, according the markups,
the place of first data row of the table.

For the approach presented here we do not consider the
definitions of the mark-up-languages. Instead, we confine
ourself to inspecting statistics on the columns of a table
where column refers to column of table entries and column
of entry separators as well. More precisely, we measure
the consistency of a column by the average pairwise sim-
ilarity of its elements where similarity refers to a plug-in
string kernel. The basic observation is that the entries in
a given column of a table tend to be more similar to each
other than to other potential table entries in the document
[14],[2]. With this report we want to frame out an extrac-
tion algorithm that uses the in-column similarities as single
extraction criterion and see to what extend the extraction of
tables can draw thereon.

Our algorithm intends to consider all potential tables
within the input string likewise searching substrings with
certain properties. Without further restriction of the output
space, this is too expensive since we do not only have to
find the substrings of the input covering the tables but also
determine therein all substrings representing the entries. If
we regard any position in the string after a given position
as candidate start point of the next entry, there are far too
many candidate tables. For this reason, we consider doc-
uments with mark-up tags such HTML documents. Obvi-
ously, the search space for these documents is smaller since
the border of a table entry can be assumed to concur with
the border of a tag.

Unfortunately, real world documents contain thousands
of tags such that the search space still is to big for inspect-
ing it element by element. This means that we either have
to use non-exhaustive search, e.g. we evaluate the extrac-
tion criterion only for some elements of the space and try
to find the most promising candidates nevertheless. Or, we
further reduce the search space by means of stronger as-
sumptions on the entry borders. We have chosen latter op-
tion by applying the assumptions given in section 3 which
shrink the size of the space of candidate outputs to a mod-
erate size. The drawback of this choice, as reported in the
experiments section 6, is that the assumptions hold only for
a minority of the documents in the data set we used. We de-
cided to take this loss in relevance of the results because at
first we wanted elaborate the extraction criterion itself.

And indeed, there is a principle catch with extraction cri-
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teria such as the criterion specified in section 4.2 and 4.3.
We intend to evaluate a candidate table by the average in-
column similarity of the table entries. However, the relia-
bility of this average score strongly suffers when the can-
didate table is small and we therefor average over a small
number of similarities only. We respond to this problem by
deliberately decreasing the chances of smaller candidate ta-
bles, a procedure to which we refer to as levelling.

The outline of this paper is the following. A review on
related work is given in section 2. Section 3 provides no-
tation and specifies the assumptions for the reduction of
the search space. The raw extraction criterion, called table
score, is given in section 4 while different proposals for lev-
elling schemes are discussed in the section 5. In section 6
we report on experimental results based on the set data set
from [14] and section 7 contains conclusions and depicts
further work.

2 Related Work
2.1 Binary Classification with Content Features
The reference most related to this work is [14]. The au-
thors reduce the table location task to a binary classification
problem. First, the leaf table nodes are marked as candi-
date target tables. Then, each candidate table is mapped to
a feature vector that in turn is the input to a classifier which
decides whether the vector represents a target table or not.
The feature vector consists of the feature groups for words,
layout and content respectively.

For word features a bag of words is collected from the
text nodes of each candidate table and mapped to a feature
vector in a TF.IDF fashion with respect to the set of positive
and negative candidate tables in the example set.

The layout features are based on counts of rows,
columns, cells (leaf text nodes) and the lengths of the cells.
Here, rows refer to nodes declared as table rows by HTML-
tags. We have not yet understood to what columns refer to
in cases where the rows differ in the number of entries. The
standard deviation of the number of cells per row is one of
the layout features. All normalization are local in the sense
that they refer to corresponding elements inside the same
table.

Another layout feature is called cumulative length con-
sistency. It is intended to capture the observation that the
lengths of entries for a given column are often similar. The
content-features transfer this concept to consistency with
respect to content types such as hyperlink, image, alphabet-
ical. This concept of consistency has also been the initial
motivation for our work. While in our work this idea is for-
malized in terms of pairwise similarities, the consistencies
in [14] are computed based on a reference value that is the
mean for the lengths and the most frequent value for types.
It might be interesting to draw a clear sight on the relation
of these two formalizations, but we have not done this.

2.2 Display Models
In order to ease the reading of web pages, the developers of
browser invest much effort to translate HTML-files into a
clear arrangement one a 2-dimensional display. In [3], see
also [4], the authors propose to make use of this arrange-
ment result as provided by the mozilla rendering engine for
solving the task of table extraction. We estimate this as a
particularly clever approach. Tables can be characterized
as boxes that are tiled in a regular manner fulfilling certain

constraints. Though the arrangement pattern are of com-
prehensible complexity the approach yields good results on
a large set of web-pages. It works out without any training.

The approach of [4] and the approach presented here are
complementary in sense that the first focuses on topologi-
cal structure of the input without considering the content
of the table while the latter inspects the possible entries
and separators without explicitly modeling the meaning of
the separators for the arrangement. Nonetheless, they also
overlap to some extend. Certainly, string similarity of sep-
arators is correlated to similar local topology. Also, in [4]
congruence in text and background colors is taken into ac-
count which has no influence on the topology but on the
similarity measures applied here.

2.3 Belief Propagation on Line Sequences
Pinto et. al. consider the problem of table extraction as
segmentation of the input string into segments carrying la-
bels such as table-title lines, data-row lines, non-table lines
[10]. The authors target plain input strings and apply the as-
sumption that segment borders are at line breaks such that
entire lines can be used as tokens for linear belief prop-
agation. Under a conditional random field model (CRF)
this yields good results on set of documents fulfilling the
assumption even with a rather simples feature set. In the
provided state, the approach targets the location of the ta-
bles and meta-information on its rows but does not reveal
the row-column structure of a table. To fix that the authors
proposed to apply a 2-dimensional CRF with characters as
token. For such a model, however, the optimization is dif-
ficult [13].

2.4 What is not Discussed
In this work we do not aim to extract meta-data as table
titles or headers ([10]) nor provide additional tags carrying
information that could used for further processing of the
extracted data. The problem of integration of the extracted
data [11] is not considered either, though this work is much
inspired by [5] where data integration is a main application.

3 Notation and Assumptions
In this section we want get a more formal grip on what the
candidate outputs of table extraction are. First, we formally
specify the output space independent of concrete ground
truths and extractors. Then, we formulate assumption made
by the table extractor given in section 4. These assumptions
only hold for less than one out of six input-output examples
from the ground truth we build in section 6 but they allow
us to work with a reduced output space that is suited for
studying table extraction by column-wise similarities with
a lean technical outlay.

3.1 Output Formalization
For table extraction we want to map an input string x over
an alphabet Σ to a list of tables y = (t1, . . . , tq). The k-
th table in that list is a list of rows, tk = (r1, . . . , rnk),
where the i-th row in turn consists of mk,i entries, ri =
(e1, . . . , emk,i). An entry is a string over Σ. If all rows
of table tk have an identical number of entries, mk, the
table is rectangular. In this case we can define the columns
(c1, . . . , cmk) of tk as cj = (ej1, . . . , e

j
nk

) such that ri =
(e1
i , . . . , e

mk
i ).

In contrast to output representation where entries are
given as slices on the inpunt string, for instance [7], the
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above representation is decoupled in the sense that it does
not tell us from where in the input the entries has been ex-
tracted, tough on real world data one usualy can reconstruct
the entry positions. The decoupled output is more robust
against input preprocessing and also more readable to hu-
man eyes. However, it demands a loss function that does
not refer to the positions of the extracted substrings. The
loss given in section ?? solves this by means of a best match
evaluation.

3.2 Alternating Segmentations
In the following we formulate strong assumptions on the in-
put string and the tables therein. These assumptions charac-
terize the cases to which the proposed approach presented
in this paper is restricted to.

The basic assumption is that the input string can unam-
biguously be segmented into an alternating segmentation
of tag segments and content segments. The content seg-
ments are potential entries while a group of subsequent
tags form potential separators between entries. More pre-
cisely, we assume that table entries always contain at least
one non-whitespace character and the markups are given
as non-overlapping tags, substring that start with < and end
with > but have neither of both in-between. This way we
can define a tag segment as sequences of tags only sepa-
rated by whitespace. The content segments are segment
between the tag segments.

A major demerit in these assumptions is that table en-
tries can contain tags. But mostly they have formating pur-
pose and surround a single content segment. Let the peel-
ing function γ : Σ∗ → Σ∗ take away any prefix and suffix
of its string argument that consist of tags and whitespace
only. We assume that any table entry, when peeled by γ
contains not further tags. Of course, there are entries that
do contain tags surrounded non-tag, non-whitespace sub-
strings. In such cases the assumptions do not hold and the
algorithm below will fail.

The alternating segmentation is denoted by G and the
separated subsequences of G containing separator seg-
ments and entry segments only by Gs and Ge respectively.

G = (gs
1, g

e
1, g

s
2, g

e
2, . . . , g

s
p, g

e
p),

Gs = (gs
1, . . . , g

s
p), G

e = (gs
1, . . . , g

s
p) (1)

If the assumption does hold, the extraction of the table
entries reduces to the selection of a subsequence ofGe. We
further restrict the output space by additionally assuming
that all tables rectangular and that they consist of consecu-
tive content segments. This implies that there are no sepa-
rating rows, which does not hold for a rather big fraction of
tables. But this additional assumption reduces the space of
candidate tables to a level that permits exhaustive search.

3.3 Reduced Search Space
Applying the above assumption, we can specify the space
of candidate outputs for given input x in very simple terms.
If the alternating segmentation of x has length p, any can-
didate table within x is can be represented as a triple
(a,m, n) where a is the index of its first entry in Ge, m
the number of columns, and n the number of rows such
that a+mn− 1 ≤ p. Let us denote the set such triples that
represent one candidate table each by T (G).

How many tables does T (G) contain? Let np(a) be the
number of tables with start index a, and nc(l) the number of
tables that can be built from at most l consecutive content
segments in Ge. Since np(a) = nc(p − a + 1), we have

|T (G)| =
∑p
a=1 np(a) =

∑p
l=1 nc(l). The addend nc(l)

equals the number of ordered pairs that multiply to at most
l and hold the following bounds for all l > 0.

l(ln l − 1)− 2
√
l ≤ nc(l) ≤ l(ln l + 2) + 2

√
l (2)

The number of candidate tables is therefore bounded from
above by p2(ln p+ 1).

4 Extraction by Column-Wise Similarities

We want to study a simple score based table extraction
algorithm. The algorithm is named CSE, standing for
column-wise similarity evaluation, as its selects the output
tables according to a table score based on the in-column
similarities.

4.1 Iterative Maximization

The proposed table extraction algorithm tries to solve the
table location and recognition task in one go by maximizing
a table scoreH over the candidate table in T (G) which will
be given below. The maximizer t̂ of H is one table in the
output list ŷ.

t̂ = argmax
(a,m,n)∈T (G)

H(a,m, n) (3)

The other tables in ŷ are obtained by incrementally exclud-
ing candidate tables that overlap with the tables extracted
so far and select the maximizer out of the remaining ones.
The output list is finally sorted by the position of the first
entry a such that the tables appear in the same order as they
do in the input string.

We let aside the problem of detecting where in the se-
quence of maximizers the entries stop to be tables. That is,
the algorithm gets along with the input string the true num-
ber of tables q as promise, using a notion from complexity
theory [1]. In case that the first l < q tables already cover
the sequence such that no further table can be extracted, the
remaining tables are defined as empty tables that are tables
with zero rows.

4.2 Table Score

The table score should express how table-like a table is.
It is exclusively obtained from scores on the columns of
the table, where column means both, column of entries and
column of separator between entries and rows. Row sep-
arators are treaded like entry separators. The difference is
that in a table there is one row separator less than there are
separators between two content columns because we model
a table to start with the first entry of its first row and to end
with the last entry of its last row.

A table column is represented by a tuple (u, b,m, n)
where u ∈ {e, s} is its type (entry- or separator-column),
b is the index of the first entry of the column in Gu, m is
the number of columns the table to that the column belongs
to has and n is the number of element in the column. This
means that the quadruple refers to the column that consists
of the segments gub , g

u
b+m, g

u
b+2m, . . . , g

u
b+(n−1)m. We de-

note the score of that column by hu(b,m, n).
For a given table (a,m, n) ∈ T (G) the table score is the

sum of scores of its columns divided by a normalization
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term z(m,n).

H(a,m, n) =
1

z(m,n)
(he(a,m, n)+

m−1∑
j=1

(hs(a+ j,m, n) + he(a+ j,m, n)) +

hs(a+m,m, n− 1)) (4)

The first addend refers to the first entry column, the last
addend is the score of the separator column that contains
the row separators. The latter has one element less than
the other columns of the table. Also note that according
to (1) the separator segment with index a comes before the
content segment with the same index.

For either type u we aim the score of a column
(u, b,m, n) to indicate how well the elements of the col-
umn (ga+im)i=0,...n−1 in Gu fit together. We can model
this by the sum of their pairwise similarities. Let s̄u :
Qu × Qu → [0, 1] be a similarity measure where Qu is
the set of possible segments of type u. Then, the score of a
column (u, b,m, n) is given by

hu(b,m, n) =
∑

0≤i<j<n
s̄u(gb+im, gb+jm). (5)

The normalize term is the total number of similarities that
are taken into account

z(m,n) = (2m− 1)
(
n

2

)
+
(
n− 1

2

)
(6)

such thatH is the average similarity between entries or sep-
arators stemming from the same column.

4.3 Entry Similarities
A good design of the similarity functions se and ss pre-
sumably is an important factor of the performance of the
CSE extraction algorithm. However, we did not undertake
systematic studies on what may be an adequate choice of
similarities nor run experiments in order to compare their
effectiveness. In the following we briefly describe the sim-
ilarities we applied in our experiments presented in section
6.

For both segment types with apply a similarity sl based
on the segment lengths. Let us write |x| for the length of
a string x. The length similarity of two segments a and b
evaluates the ratio of the greater length to the smaller one
through an exponential decay.

sl(a, b) = exp(−g(a, b)), g(a, b) =
1 + max(|a|, |b|)
1 + min(|a|, |b|)−1

(7)
While the similarity of separator segments is reduced to

the length similarity, e.g. ss = sl, the similarity on entry
segments additionally checks whether the two string are of
the some type where the type of string is either integer, non-
integer number, or other. This type similarity st(a, b) is 1
if the types of a and b match, and 0 otherwise. The entry
similarity is given as product of length and type similarity:
se(a, b) = st(a, b)sl(a, b).

In principle we one can plug-in any string kernel as
similarity function on segments. Unbounded similari-
ties have to be used trough normalization, s̄u(g, ḡ) =
su(g, ḡ)/

√
su(g, g)su(ḡ, ḡ). It should be noted that the

evaluation of the similarities must have moderate costs be-
cause any two segments of the same type are to be com-
pared.

5 Score Levelling
In the previous section we proposed to take averaged simi-
larities of table component as selection criterion for tables.
Unfortunately, this does not work out because of two rea-
sons. To the first we refer as subtable problem. Consider
two tables, where one table is a subtable of the other, both
having approximately the same elevated score. In such a
case we prefer the greater table, because we assume that
a wrong extension of a complete table decreases the score
while false dropping of rows does not so.

The second issue is the problem of maximization bias.
For smaller shapes, we average over fewer similarities, ta-
bles have less average overlap to each other, there are more
non-overlapping candidates in absolute numbers. These
properties of the score make the selection by score maxi-
mization favor smaller shapes, even if the expected score
does not depend on the shape.

The two issues differ in their scope. The subtable prob-
lem refers to preferences among certain outputs having
similar score H . In other settings we might use a similar
score although no or other preferences exists. In contrast,
the maximization bias is not related to the input-output dis-
tribution but refers to the different predictive qualities of
the scores due to the score structure.

5.1 Linear Levelling
We tackle these issues by means of score levellings that
map the score H of a candidate table to a leveled score
H̄ . The levellings are increasing in the shape that is the
original score is decreased the more the smaller m and n
are. We confine ourself to linear levellings that have the
form below. For better reading, a single term s is used to
denote the shape (m,n).

H̄G(a, s) =
HG(a, s) + bG(s)

cG(s)
(8)

A pragmatic approach would be to try a reasonable guess
for c and b and use it as ad hoc levelling or to fit the level-
ling from a broader class of functions using a training set.
Instead, we discuss in the subsequent subsections ways to
tackle the maximization bias by levellings of the form (8)
explicitly. In contrast, we do not respond to the subtable
problem directly. We assume that all levellings that do not
increase to slowly will sufficiently solve it. If the subtable
is much smaller, the score of the supertable will be de-
creased much less. If, on the other hand, the subtable only
misses a few rows, then its score is unlikely to be much
greater since it contributes the main part to the score of the
supertable.

In the remainder of this subsection we try to give a better
idea of the levelling approach and therefore use simplified
setting: we assume the input-output pairs Z = (G,K) are
drawn from a distribution P which only supports segmen-
tationsG that have a given length p and contain exactly one
true table denoted by K. We say P has input length p and
output length 1.

Let l be a score loss on candidate tables, for instance
the 01-loss lZ(t) = JHG(t) > HG(K)K or the hinge-
loss lZ(t) = max(0, HG(t) − HG(K)). The risk of the
score RP (H) is the expected sum of losses over all candi-
date table in T (G) that is RP (H) = EZ∼P

∑
t∈T (G) lZ(t),

where Z ∼ P says that Z is drawn from P . We want
to decompose that risk along the shapes. Let Sp be the
set of feasible shapes, Ap(s) be the set of feasible posi-
tions given the shape s, and e(s) = EG∼P (eG(s)) with
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eG(s) =
∑
a∈Ap(s) lZ((a, s)) be the risk at shape s.

RP (H) =
∑
s∈Sp

e(s). (9)

The approach of shape levelling assumes that indepen-
dently of P but due to the structure ofH the risk e is greater
for certain shapes such that reducing the chances of a such
an s reduces e(s) more than it increases the risk at other
shapes and therefore leads to a smaller total risk which in
turn is assumed to correspond to a better extraction perfor-
mance. Note that we do not further discuss that notion of
risk nor the choice of the underlying score loss. Here, they
are only used in order to explain the concept of levelling
but they are not directly taken into account when we dis-
cuss ways to define levellings below.

5.2 Fair Levelling
The idea of fair levelling is to design the levelling such that
the score maximization scheme does not favor any shapes
when the segmentation can be assumed to contain no ta-
bles.

Let P be of input length p and output length 0. The
segmentations drawn according to P do not contain any
tables and we therefor call to such a P table-less. Given a
table-less distribution P , we say that the table score is fair
with respect to P if the shape s∗ of the maximizer of HG

has uniform distribution over Sp.
A sufficient condition for obtaining a fair score is that

that distribution of the maximum does not dependent on
the shape. As this goal is overstated we propose a rough
approximation thereof. Let µp = EG∼PµG be the ex-
pected average score over Sp and Ap(s) and let νp(s) =
EG∼P νG(s) be the expected maximum of the scores over
Ap(s).

µG = avg
s∈Sp,a∈Ap(s)

HG(a, s) νG(s) = max
a∈Ap(s)

HG(a, s)

(10)
With the following levelling, we approximate a fair level-
ling by standardizing the expected maxima given the shape,
e.g. we set EG∼P maxa H̄G(a, s) = 1 for all s in Sp.

H̄G(a, s) =
HG(a, s)− µG
νp(s)− µp (11)

In praxis, we have to use estimations of µp, νp(s) that we
obtain in our experiments in section 6 simply by averaging
νG(s) and µG over a set of segmentations drawn from some
P .

5.3 Table-Less Models
The approach of approximated fair levelling demands that
we have a table-less distribution P at hand. We discuss
three simple table-less models.

The first model, called Bernoulli model, is a simply iid
model where we draw the segments independently and with
equal chances from {0, 1}. The similarity of two segments
is 1 if they are equal and 0 otherwise. This model has little
to do with the segmentation from which we want to extract
tables but still might be sufficient to design a effective lev-
elling as it does capture the structure of the table scores.

The second model, which is named shuffling model, is
an iid model as well. A segmentation is drawn from an
example set and then we sample the segments for the new
segmentation according to the distribution of segments in
the sampled segmentation. At least with high probability

we can assume that we do not find any table in a segmenta-
tion that is drawn according to either of these iid models.

Last, we consider the empirical model where we sam-
ple a segmentation by randomly drawing it from a set of
example segmentations that containing no tables. From
one segmentation of length p we obtain sample value of
νp(s) for any s ∈ Sp. But contrary to the iid models, we
only get empirical evidence for some p and therefor need a
more elaborate smoothing technique than for the iid mod-
els where we can generate segmentation for any p. On the
other hand, we assume the levelling to be monotone in each
of its the argumentsm,n and p what strongly decreases the
data demand. Nonetheless, the definition of such a smooth-
ing remains future work.

The empirical model as as well as the shuffling model
amount to supervised table extraction since we only want
to sample segmentation not containing tables. Though, that
binary labeling is rather cheap compared to the extraction
of the tables.

5.4 Variance Levelling
We conclude this section we simple levelling scheme,
called variance levelling, where we standardize the score
in the classical sense with respect to some table-less dis-
tribution P . That is, we divide the score by the standard
deviation that the tables of shape s are expected to have
when we run over the feasible positions.

c(s)2 = EG∼P avg
a

(HG(a, s)− µG)2 (12)

With an iid model we can explicitly compute the values
c(s) from two parameters of the underlying segment distri-
bution. For simplicity, we now include the separator subse-
quent to the last entry segment into the table such the table
score is the sum of 2m independent identically distributed
columns scores. Let H be the score of some candidate ta-
ble in G ∼ P with shape (m,n) and let C be the score of a
column in G having n entries. Taking the column score as
U-statistic for a binary kernel, we have

V(H) =
1

2m
V(C) (13)

=
1

mn(n− 1)
(
(n− 2)σ2

1 + σ2
2

)
(14)

where σ2
1 = VX(EY (s(X,Y ))) and σ2

2 =
VX,Y (s(X,Y )), see for instance [8]. For the Bernoulli
model the parameters σ1

2 and σ2
2 can easily obtained from

success probability q. In case of the shuffled model we
have to estimate them by sampling.

This standardization is simpler than the approximated
fair levelling approach but the motivation is less sound.
One the one hand, high variance certainly is an important
factor for the maximization bias problem. On the other
hand, the distribution of the maximum is not determined
by the mean value and the variance.

6 Experiments
For testing the general performance of the CSE algorithm
and for comparing the different levellings presented above
we run experiments on the Wang and Hu data set that was
used in [14].

6.1 Building the Test Set
The Wang and Hu set consists of HTML-documents in
which all target tables are marked using a special boolean
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attribute in the table node. This makes the set a ready-to-
use ground truth for the table location task. Since CSE tries
to solve the table recognition task as well, we have to ex-
tend the ground truth provided by Wang and Hu by addi-
tionally solving the recognition of table cores.

We decided to do this automatically with another table
extractor, named RE extractor or REE in short, that uses
regular expressions based on the relevant element names of
HTML. Our attempts to parse the document tree failed for
too many documents where we tried different freely avail-
able parsers including the lxml-library [9].

REE uses a pattern for target tables based on the element
name table and the additional attribute in order to get the
substrings that represent the content of a target table. To
solve the recognition task it applies an entry pattern (ele-
ment name td) on the content of the matches of the row
pattern (element name tr), which in turn is applied on the
substrings matching the target table pattern. Matches of the
row pattern that contain matches for headers (element name
th) are ignored.

REEs capability for solving the table recognition task is
limited. One minor problem is broken HTML in the in-
spected substrings. The main issue is meta data that is not
declared as such. Still, we belief that the output of REE is
sufficient for our experiments since extraction capability of
CSE is rather low in any case.

In the following we specify two versions of the ground
truth. Both are based on the output of REE but they apply
filters of different strength. While for the full set only weak
filtering is applied, feasible set contains those cases only
that fulfill the assumption made by CSE.

Full Set
The Wang and Hu data set contains a total of 1393 docu-
ments. For the full set we only include the examples that
contain at least one target table. CSE gets the number of
tables k as promise and therefor has nothing to do if the
promise is 0. Further, we bound the segmentation length to
be not greater than 900. Documents with p > 900 are rare
but they take a rather big fraction of the total runtime.

As a third filter criterion we demand that the extraction
by REE is successful in the following sense: each extracted
table should contain at least one row and any extracted row
should have at least one entry. We hope that many cases
where the table recognition by REE does not work as in-
tended are detected by this criterion, while not to many ta-
ble that are extracted as intended by REE fail to fulfill it.
Table 1 shows the number of examples passing the filters
discussed so far plus an additional filter discussed below.

Feasible Set
The feasible set is restricted to those documents from the
full set in which all tables provided by the RE extractor
fulfill the assumptions given in section 3.2. Though CSE
may extract some of the table or part of tables from a docu-
ment not in the feasible set, it is not possible that its output
is entirely correct. The feasible is useful to analyze the dis-
criminative power of in-column similarities as used by CSE
and variants of the algorithm.

In order to fulfill assumptions a table has to be rectangu-
lar and it has to fit in the content sequence of the document.
The latter means that the sequence of the entries in the ta-
ble is a consecutive subsequence of the content part Ge of
the alternating segmentation modulo the mapping γ. The
conjunction of this two criteria is necessary for the assump-
tions to hold, but unfortunately it is not sufficient because

of the occurence implicit headers. However, this problem
can only be solved by human inspection and we therefor
prefer to the use the above criteria as approximation. The
number of documents under hold assumptions in table 1
refers to this approximation.

The fraction of documents from which REE erroneously
extract meta data presumably is lower in the feasible set
because the rectangularity condition filters out cases with
implicit titles or separating rows that are given as rows with
one or no entry.

6.2 Performance Measure
For the evaluations of an extractors we need a loss func-
tion Ly that compares its outputs to the output provided
as ground truth and encodes the comparison as a value in
[0, 1]. The definition of the loss goes along the hierarchical
structure of the outputs them self: Ly is an extension of a
loss on tables Lt that is an extension of a loss on rows Lr

which in turn is an extension of a loss on entries Le.
We say that an extension is strict if the resulting loss is

1 whenever the two arguments do not have the same num-
ber of components and otherwise is given as aggregation
of the component losses that are the losses on the pairs of
components one from each of the two arguments having an
identical index. The average extension is a strict extension
which aggregate by the mean and the also strict maximum
extension takes the maximum as aggregation. For instance,
we obtain the 01 loss that checks whether its arguments are
equal down to their entries by applying the maximum ex-
tension at any level of the hierarchy. Here, we want use a
loss on table list which is more soft to several regards as we
define in the following in a bottom-up manner.

The loss Le on two entries is the 01 loss Ls on strings
applied to the entries reduced by the peeling function γ in-
troduced in section 3.2.

Le (e, ē) = Ls (γ(e), γ(ē)) (15)

While the row loss Lr is given as strict maximum extension
of the loss on entries, we want to use a soft table loss Lt

such that dropping rows at the beginning or the end of a
table results only in a gradual increase of loss.

Therefor, we define the table loss Lt not as a strict exten-
sion but as best overlap extension of the row loss. This ex-
tension searches an optimal way to match consecutive sub-
sequence of component indexes of the argument with the
smaller number of components to the longer one. For ev-
ery component of the longer argument that is not matched
a loss of 1 is taken into account.

Let t = (r1, . . . , rn) and t̄ = (r̄1, . . . , r̄n̄) be two tables
that are to be compared where we assume without loss of
generality that n ≤ n̄. In order to simplify the below def-
inition of the loss Lt on the tables, we extend the shorter
table t to t̃ = (r̃1, . . . , r̃n̄+n+n̄) by adding n̄ false rows to
either end of t. A false row is a row r such thatLr(r, r̄) = 1
for any row r̄.

Lt (t, t̄) = min
d=0,...,n+n̄

1
n̄

n̄∑
i=1

Lr
(
r̃d+i, r̄i

)
. (16)

The minimization is needed because we want to define a
loss depending only on the outputs decoupled from the in-
put as pointed out in 3.1. If we toke the entry slices on the
input string into account, we could use them to match the
rows directly.

Finally, the table loss is expanded to a loss on table lists
Ly by applying the average extension. The strictness of the
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total k > 0 p ≤ 900 RE successful hold assumptions
1393 774 727 700 162

Table 1: The number of examples in the Wang and Hu set that passed the filters in conjunction from the left to right up to
the filter heading the column.

extension is not an issue here because the CSE extractor
uses promises on the number of tables. We refer to output
loss Ly as best row overlap loss or BRO loss in short.

6.3 Results
We evaluated the performance of the CSE extractor by
comparing its output to the REE-ground-truth discussed in
subsection 6.1 in terms of best row overlap loss defined
subsection 6.2. The CSE extractor gets the number of ta-
bles obtained from REE as promise. To simplify the im-
plementation we let CSE look only for tables with n ≤ 80,
m ≤ 20, other candidate tables were ignored.

In section 5 we pointed out that one has to adjust the
scores depending on the shape of the candidate table in
order to make the extraction by average entry similarities
work. The discussed levellings try to do this adjustment in
a specific, roughly motivated way. Alternatively, one may
pass on the motivation and try to make a good guess on a
function of m and n and use this as ad hoc levelling. For
instance, one might multiply the scores by

1
c(m,n)

= γ + nβmαβ (17)

for some α, β and γ. Of course, we do not know a pri-
ory how to these set parameters. One can fit them using
a training set, but we not try this possibility for this work.
Still, we used the above class of ad hoc levellings for two
purposes. First, by varying the parameters we get a rough
impression on the impact of changes in the levelling. Sec-
ond, we consider it as base line in the sense that the results
yielded by levelling from section 5 should be comparable
to this ad hoc levelling at least if the chosen parameters had
not seriously been fitted to the test set. As a matter of fact,
it was not difficult to find parameters for the ad hoc level-
ling in (17) that give better result than the more elaborated
levellings discussed in section 5.

In general, the extraction performance of CSE with fea-
tures from section is rather poor: the BRO losses are 0.825
and 0.613 for the full set and feasible set respectively us-
ing ad hoc levelling with α = β = γ = 0.5. Results
on the feasible set for fair and variance levelling based on
Bernoulli sampling with different success probabilities q,
for fair levelling with shuffled sampling, as well as for one
ad hoc levelling are given in table 2.

The Parameters for the levellings in table 2 were cho-
sen as follows. For the ad hoc levelling the result refers
to the optimal values where we tested all combination with
α = 0.2, 0.4, 0.6, 0, 08, β = 0.2, 0.3, . . . , 1.4 and γ =
0, 1, 2, 8, 32. The success probability for the iid Bernoulli
segment sampling was tested at q = 0.1, 0, 2, 0.3, 0.4, 0.5
and the values that yielded the best and the worst perfor-
mance respectively are in given in the table. Therefor, nei-
ther of those performances can be stated as performance
for respective type of levelling as the parameters are fitted
to the test set. The fair levelling with shuffled sampling is
based on samples that are also taken from the Wang and Hu
set but do not belong to the test set as they do not contain
tables.

Figure 1: The mean BRO loss obtained by CSE with ad hoc
levelling for different values of α and β measured on the
feasible set. Different values of α are plotted with different
colors while β runs along the x-axis.

Figure 1 shows the BRO losses for ad hoc levelling with
γ = 1. The corresponding plots for other values of γ have
similar shapes where with increasing γ the low loss region
shifts towards greater values of β and the graphs for differ-
ent α approaches to each other.

7 Conclusion

We investigated in a simple approach to the task of table
extraction: first, we reduce the output space such that we
can afford to inspect any candidate output, then, we select
a given number of candidates with high average in-column
similarities. The inspection of a set of HTML documents
revealed that the proposed reduction of the output space
cannot be applied in too many cases. Experiments on the
remaining cases gave a first impression on the discrimina-
tive power of in-column similarities: even with more elab-
orated entry similarities than the simple ones applied here,
it is presumably to weak to sufficiently solve the extraction
task. On the other hand, given the simplicity of the applied
similarities, we find that the extraction performance is on
a level that justifies deeper investigation how we can effec-
tively use the information that lies in similarities of column
entries. In the following we revisit some issues of the this
approach and indicate proposals for future work.

7.1 Alternating Segmentations

In section 3.2 we defined the input segmentation in terms of
SGML tags but the concept of alternating segmentation is
more general. Instead of tag-segments vs non-tag-segments
on texts with markups, one might consider other input types
with other alternating segmentations. A sufficient condi-
tion for an alternating segmentation in general terms is that
no suffix of a separator-segment is a prefix of a content-
segment or vice versa. Further, we can build different al-
ternating segmentations and jointly maximize over the con-
tained candidate tables, provided that the scores functions
yield comparable values.
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Ad Hoc Fair Bern. q = 0.5 Fair Bern. q = 0.2 Fair Shuffled Var. Bern. q = 0.1 Var. Bern. q = 0.4
0.598 0.655 0.617 0.623 0.664 0.628

Table 2: BRO losses of CSE using different type of levelling measured on the feasible set. The parameters for the ad hoc
levelling in the first column are α = 0.4, β = 0.6 and γ = 0 yielding the lowest among all tested combinations. For fair
and variance levelling the two given values of q yielded the worst and the best result among five tested values from 0.1 to
0.5.

7.2 Restrictive Assumptions
The assumptions formulated in section 3.2 are too restric-
tive. Only one out four documents from the full set does
fulfill them. Partially this caused by meta data rows in
the ground truth provided by REE but we believe that that
fraction would not increase to reasonable level even if we
cleaned the example output by hand. It should be noted
that most relaxations cause a exponential blowup of the
search space. For instance, if we allow table rows to be
separated by one or two separator segments instead of ex-
actly one, the number of candidate table starting at given
position grows exponentially in the number of rows as long
as there are segments left in the segmentation. It is not ob-
vious how to solve the maximization efficiently under such
a relaxation. We cannot apply standard dynamic program-
ming along the sequence of segments, because the column
scores as given in section 4 does not factorize along this
sequence.

7.3 Evaluation of Levellings
Except for levelling with shuffled sampling, all levellings
that have been applied in our experiments are parametrized.
As long as we do not provide algorithms for pre-test de-
termination of the parameters a comparison of levellings
schemes based on the obtained performances is delicate.
But we might say that fair and variance levelling as pro-
posed in section 5 do not provide a adequate technique for
boosting the performance of CSE compared to ad hoc lev-
elling since competitive parameters can easily be found for
the latter. The proximate way to make comparison between
parametrized levellings is to fit each of the levellings with
respect to a training set. This will also give us an idea to
what extend the performances differ on disjoint test sets
which is important to know when we decide on the effort
to put in the selection of the levelling.

7.4 Training of Similarity Functions
The definition of the kernels in sections 4.3 were made ad
hoc but we belief that more elaborated similarities can im-
prove the performance of the CSE algorithm. In particular,
we would like to adapt the similarity functions to the ex-
traction task based on training examples. The table score
given in section 4.2 is suitable for training. At least for a
given levelling scheme, the score of a candidate output is
linear in any linear parameterization of the similarities, for
instance linear combinations on a set of fixed kernels. Pro-
vided such a parametrization, we can apply generic train-
ing schemes for linear models as the one proposed in [12].
However, for sake of linearity, we have to restrict ourself to
documents that contain one table only. Further, we depend
on a fast convergence since the evaluation of H is expen-
sive.
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and B. Pollak. Towards domain-independent informa-
tion extraction from web tables. In C. L. Williamson,
M. E. Zurko, P. F. Patel-Schneider, and P. J. Shenoy,
editors, Proceedings of the 16th International Confer-
ence on World Wide Web, WWW 2007, Banff, Alberta,
Canada, May 8-12, 2007, pages 71–80. ACM, 2007.

[5] A. Gretton, K. M. Borgwardt, M. J. Rasch,
B. Schölkopf, and A. J. Smola. A kernel method for
the two-sample-problem. In B. Schölkopf, J. C. Platt,
and T. Hoffman, editors, Neural Information Process-
ing Systems, pages 513–520. MIT Press, 2006.

[6] M. Hurst. Layout and language: Challenges for table
understanding on the web. In In Web Document Anal-
ysis, Proceedings of the 1st International Workshop
on Web Document Analysis, pages 27–30, 2001.

[7] N. Kushmerick. Wrapper induction: Efficiency and
expressiveness. Artificial Intelligence, 118(1–2):15–
68, 2000.

[8] A. Lee. U-Statistics: Theory and Applications. Mar-
cel Dekker Inc., New York, 1990.

[9] lxml: pythonic binding for the libxml2 and libxslt li-
braries. http://codespeak.net/lxml/index.html.

[10] D. Pinto, A. McCallum, X. Wei, and W. B. Croft.
Table extraction using conditional random fields. In
Proceedings of the 26th Annual International ACM
SIGIR Conference on Research and Development in
Information. ACM, 2003.

[11] A. Pivk. Automatic ontology generation from web
tabular structures. AI Communications, 19(1):83–85,
2006.

[12] I. Tsochantaridis, T. Hofmann, T. Joachims, and
Y. Altun. Support vector machine learning for inter-
dependent and structured output spaces. In ICML ’04:
Proceedings of the twenty-first international confer-
ence on Machine learning, page 104, New York, NY,
USA, 2004. ACM Press.

[13] M. J. Wainwright and M. I. Jordan. Semidefinite re-
laxations for approximate inference on graphs with
cycles. In S. Thrun, L. K. Saul, and B. Schölkopf,
editors, Neural Information Processing Systems. MIT
Press, 2004. (long version).

[14] Y. Wang and J. Hu. A machine learning based ap-
proach for table detection on the web. In Proceedings
of the Eleventh International World Wide Web Con-
ference, pages 242–250, 2002.

WIR 2009

8



Combinations of Content Extraction Algorithms

Yves Weissig1, Thomas Gottron2

1Technische Universität Darmstadt, 64289 Darmstadt, Germany
2Johannes Gutenberg-Universität Mainz, 55099 Mainz, Germany
weissig@rbg.informatik.tu-darmstadt.de, gottron@uni-mainz.de

Abstract

Content Extraction is the task to identify the main
text content in web documents – a topic of in-
terest in the fields of information retrieval, web
mining and content analysis. We implemented an
application framework to combine different algo-
rithms in order to improve the overall extraction
performance. In this paper we present details of
the framework and provide some first experimen-
tal results.

1 Introduction
HTML documents on the web are composed of far more
data than their main content. Navigation menus, advertise-
ments, functional or design elements are typical examples
of additional contents which extend, enrich or simply come
along with the main content. This “noise” in the documents
contributes for about 40 to 50% of the data on the World
Wide Web[Gibsonet al., 2005].

Cleaning web documents from this additional contents
improves performance of information retrieval, web min-
ing and content analysis applications. The task of iden-
tifying and/or extracting the main text content of a web
document is most commonly referred to as Content Extrac-
tion (CE). Several good algorithms have been developed
and evaluated in the last years. However, only the Crunch
system[Guptaet al., 2003] tried to approach the task with
a fixed ensemble of different algorithms. As the heuristics
employed in Crunch performed better in combination than
when they are used individually, we motivated in[Gottron,
2008a] to look closer at the potential of using ensembles
of CE algorithms. This lead to the idea of the proposed
CombinE system as outlined in figure 1. Its aim is to flex-
ibly incorporate the results of filter modules implementing
different algorithms and, thereby, obtain better or more re-
liable extracts of the main content.

Figure 1: Outline of theCombinE system.

In this paper we show how combinations of CE algo-
rithms can be realised and present some first results on how
successful such combinations can be.

We proceed with a look at related work in the next sec-
tion and a short description of our application in section 3.
Then we focus on merging different document extracts in
4 and take a look at some first CE combinations and their
performance in 5, before concluding the paper in 6 with a
prospect at future work.

2 Related Work
The number of CE algorithms available for cleaning HTML
documents is increasing. Especially in the last years the
topic seems to receive more attention than before, probably
due to the increased amount of noise in web documents.

The Body Text Extraction (BTE) algorithm[Finn et al.,
2001] interprets an HTML document as a sequence of word
and tag tokens. It identifies a single, continuous region
which contains most words while excluding most tags. A
problem of BTE is its quadratic complexity and its restric-
tion to discover only a single and continuous text passage as
main content. Pinto et al. extended BTE in theirDocument
Slope Curves (DSC) algorithm[Pintoet al., 2002]. Using
a windowing technique they are capable to locate also sev-
eral document regions in which the word tokens are more
frequent than tag tokens, while also reducing the complex-
ity to linear runtime.Link Quota Filters (LQF) are a quite
common heuristic for identifying link lists and navigation
elements. The basic idea is to find DOM elements which
consist mainly of text in hyperlink anchors. Mantratzis et
al. presented a sophisticated LQF version in[Mantratzis
et al., 2005], while Prasad and Paepcke describe how to
learn a weighting scheme for LQF in[Prasad and Paepcke,
2008]. Content Code Blurring (CCB) [Gottron, 2008b], in-
stead, is based on finding regions in the source code char-
acter sequence which represent homogeneously formatted
text. Its ACCB variation, which ignores format changes
caused by hyperlinks, performed better than all previous
CE heuristics. Weninger and Hsu proposed a line based ap-
proach to find text-rich areas in[Weninger and Hsu, 2008].

Evaluation of CE algorithms was addressed in[Gottron,
2007]. Providing a goldstandard for the main content, the
idea is to compute the intersection of a CE algorithms’ out-
put with the goldstandard using the longest common subse-
quence[Hirschberg, 1975] over the word sequences. This
allows to apply classical IR measures like Recall, Precision
andF1. The fact, that such an evaluation can be run auto-
matically and unsupervised is exploited in[Gottron, 2009]
to construct a framework for parameter optimisation based
on genetic algorithms.
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3 The CombinE System
The aim to flexibly combine different CE algorithms in or-
der to obtain better and/or more reliable results motivated
the idea of the CombinE System[Gottron, 2008a]. It is
an http-proxy server which can filter documents on-the-fly
when receiving them from the web. An outline of the over-
all system was already given in figure 1.

To filter the web documents, CombinE uses an extensible
set of CE algorithms with a standardised interface. The
combination of algorithms is modelled in filter sets which
can be realised in different ways:

Serial The CE algorithms are applied in a predefined or-
der, where the output document of one filter provides
the input for the next one.

Parallel Several CE algorithms are applied to individual
copies of the original document separately. The re-
sults are then combined by either unifying or inter-
secting the results. We get to the details of how to do
this in the next section.

Voting A special case of the parallel combination is a vot-
ing setup. Each CE filter can vote for parts of a web
document to belong to the main content. Only if a
content fragment gets enough votes from the filters, it
is finally declared to actually be main content. Attach-
ing weights to the votes provides a further possibility
to influence the results.

As technically each of this combinations of CE algo-
rithms acts like a CE algorithm itself (HTML document
as input and cleaned HTML as output), they can be in-
corporated in other filter pipelines. The following exam-
ple demonstrates how filter sets can be combined into new,
more complex sets.

The CombinE proxy can be configured comfortably over
a web interface (c.f. figure 2). Users can choose from a
selection of standalone CE algorithms as well as already
combined versions to create new serial, parallel or voting
filter sets.

4 Merging Extraction Results
The implementation of the different merging methods used
within CombinE was one of the most challenging tasks in

Figure 2: Web interface for creating and managing filter
sets.

the project. While the serial approach was easy to imple-
ment because the output of the previous filter was used as
the input of the next filter, the parallel combination is a
non-trivial issue. A filter set can have up toN different sub
filters which need to be executed. After each of theN fil-
ters returned a result it is the task of the merging method to
integrate theN results into one message that is returned to
the user.

CombinE uses a merging method based on DOM-trees.
The generation of a DOM-tree out of an http-message is
obtained via the NekoHTML parser1, which is flexible,
fast and reliable. We also use NekoHTML to normalise
the HTML documents into a form which is compliant with
W3C specifications.

The overall process of parallel filtering can be subdi-
vided into the following steps:

• Pre-process the http-message, normalise HTML.

• Filter copies of the pre-processed http-message with
each filter. The result is an array containingN filtered
http-messages.

• Convert each of the filtered messages into DOM-trees.

• Merge theN DOM-trees with the merging method
chosen for the current filter pipeline. The result is a
single DOM-tree.

• Transform the DOM-tree into an http-message.

• Return the resulting http-message.

We consider the DOM-tree as a tree withM nodes. The
nodes represent different HTML-elements, e.g. a <table>-
Tag, an <img>-Tag or a text-value. The intersection merg-
ing returns only elements appearing in each of theN fil-
tered documents. The result can be described asR∩ :=
{x | ∀i ∈ N : x ∈ Di} with x the nodes of the DOM-
trees, so thatR is the set of all elements contained in all
Di. In contrast to this, the union merging returns the ele-
ments that appear in any one of the filtered documents. It
can be described asR∪ := {x | ∃i ∈ N : x ∈ Di}.

While the calculation of general tree mapping is a com-
plex task, we can assume the CE filters to at most remove
nodes from the DOM-tree. Hence, in an recursive ap-
proach, we start from the DOM-tree root nodes and collect
all child nodes that are present in all (intersection) or any
(union) of the DOM-trees.

1http://sourceforge.net/projects/nekohtml
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Figure 3: Diagram showing the average F1 results of the evaluation.

In a voting setup we additionally calculate the received
(potentially weighted) votes for each DOM node and check
whether they reach a value above the predefined threshold
for inclusion in the resulting document.

5 Some first results
To evaluate the effectiveness of CE algorithm combina-
tions, we use an existing corpus of 9.601 HTML docu-
ments. For each of those documents the main content is
provided as gold standard. To compare the overlap be-
tween an extract and the gold standard we calculate the
longest common (not necessarily continuous) subsequence
of words in both texts. Using the number of words in the
computed extracte, in the gold standardg and in their over-
lap e ∩ g = lcss(e, g), we can adopt the classical IR mea-
sures recall (r), precision (p) and the F1 measure (f1) for
CE evaluation:

r =
|e ∩ g|
|g| , p =

|e ∩ g|
|e| , f1 =

2 · p · r
r + p

In previous experiments we discovered the DSC, BTE,
ACCB and LQF approaches to provide good results.
Hence, we focused on combinations of those algorithms.
Further, as LQF follows a rather different approach to CE,
we constructed serial pipelines of LQF and the other three
algorithms. This left us with several filter pipelines to eval-
uate:

3XDSC Serial execution of three DSC instances.

3XBTE Serial execution of three BTE instances.

3XACCB-R40 Serial execution of three ACCB instances.

LQF_DSC Serial setup of LQF with a downstream DSC
filter.

LQF_BTE Serial setup of LQF with a downstream BTE
filter.

LQF_ACCB-R40 Serial setup of LQF with a downstream
ACCB filter.

MIX1 Parallel setup of DSC, BTE and ACCB with union
merging of the results.

MIX2 Parallel setup of DSC, BTE and ACCB with inter-
section merging of the results.

MIX3 Parallel setup of DSC, BTE and ACCB with voted
merging of the results, where at least two of the algo-
rithms had to vote for an element to be included in the
final document.

MIX4 Parallel setup of DSC, BTE and ACCB with
weighted voted merging. DSC and BTE had a weight
of 1, ACCB had a weight of 2 and the acceptance
threshold was set to 2.

The detailed results of our experiments concerning the
F1 measure can be seen in table 1, a graphical representa-
tion of the average performance is shown in figure 3. Addi-
tionally to the above mentioned filter pipelines we included
the performance of single BTE, DSC and ACCB filters for
reference with previous results.

First of all we can observe that several combinations
yield equivalent or slightly better results than a filter based
on a single ACCB instance, which so far was the best gen-
eral purpose CE-filter. The serial combination of LQF and
BTE even delivers significantly better extracts. An ex-
planation might be, that LQF removes navigation menus
and links lists that are embedded into the main content.
Hence, BTE can afterwards detect a continuous region of
main content more easily. In this combination also the is-
sue of BTE’s quadratic runtime complexity is less press-
ing. As LQF already removes a good portion of navigation
menus and alike, BTE operates on a much smaller docu-
ment. Therefore, on most real-world documents (size be-
tween 60 and 100Kb) this combination takes between 1 and
1,5 seconds for extracting the main content – an acceptable
performance in most application scenarios.

The parallel filters in MIX1 through MIX4 did not pro-
vide significant improvements. However, their perfor-
mance is more stable across all evaluation packages and,
thus, across different document styles. The triple serial ex-
ecution of BTE, DSC and ACCB fostered precision at the
cost of recall. ConcerningF1, this lead to improvements
only for 3XDSC.
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Table 1: Word Sequence F1 Results
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ACCB-R40 0.7180.7030.8900.8750.9590.9160.4230.9680.1770.8610.9080.6820.8470.929
BTE 0.6760.2620.7360.8350.5320.6740.4090.8420.1130.7530.9270.8560.6630.875
DSC 0.5950.1730.8810.8620.9580.8770.4030.9250.2520.9020.8590.5940.9060.847
3XACCB-R40 0.7180.2610.7920.7980.5680.6860.4250.6420.1320.7260.8800.7750.7270.764
3XBTE 0.6760.2620.7360.8350.5320.6740.4090.8420.1130.7520.9270.8540.6630.875
3XDSC 0.9310.7160.8630.8670.9490.8700.3920.9140.2580.9000.7950.5720.9010.832
LQF_ACCB-R400.8600.5910.8570.8050.9100.8700.4130.6800.1440.8430.9110.6630.8210.809
LQF_BTE 0.9720.8460.8840.8710.9880.8800.3960.9720.1430.8340.9410.7100.8980.926
LQF_DSC 0.9080.7090.8810.8730.9840.8980.4060.9450.2390.8880.8640.5610.9080.882
MIX1 0.9380.8220.8710.8490.9420.8690.4010.8950.2520.8830.8560.6050.9030.803
MIX2 0.9360.8240.8720.8660.9540.8680.3800.9150.2520.8930.8540.5960.8910.823
MIX3 0.9380.8220.8710.8490.9530.8670.4060.8950.2520.8950.8560.6050.9020.717
MIX4 0.9380.8220.8710.8490.9530.8670.4060.8950.2520.8950.8560.6050.9020.717

6 Conclusions and Future Work
The CombinE System is capable to combine content ex-
traction algorithms in different ways and setups. It is de-
signed as an http-proxy which allows an easy and transpar-
ent incorporation of content filtering in IR systems access-
ing the web. We found some first interesting results, where
filter combinations achieved better results than single fil-
ters.

A topic of ongoing and future research is the discov-
ery and optimisation of good filter pipelines. The genetic
algorithm framework for parameter optimisation[Gottron,
2009] is currently extended to explore also filter combina-
tions. The aim is to automatically tune and further improve
content extraction on HTML documents.
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Abstract
A central issue for making the contents of docu-
ments in a digital library accessible to the user
is the identification and extraction of technical
terms. We propose a method to solve this task in
an unsupervised, domain-independent way: We
use a nominal group chunker to extract term can-
didates and select the technical terms from these
candidates based on string frequencies retrieved
using the MSN search engine.

1 Introduction
Digital libraries (DL) for scientific articles are more and
more commonly used for scientific research. Prominent ex-
amples are the Association for Computing Machinery dig-
ital library or the Association for Computational Linguis-
tics anthology. DL may easily contain several millions of
documents, especially if the DL covers various domains,
such as Google Scholar. The content of these documents
needs to be made accessible to the user in such a way that
the user is assisted in finding the information she is look-
ing for. Therefore, providing the user with sufficient search
capabilities and efficient ways of inspecting the search re-
sults is crucial for the success of a digital library. Current
DL often restrict the search to a small set of meta-labels
associated with the document, such as title, author names,
and keywords defined by the authors. This restricted infor-
mation may not be sufficient for retrieving the documents
that are most relevant to a specified query.
The extraction of technical terms (TTs) can improve
searching in a DL system in two ways: First, TTs can be
used for clustering the documents and help the user in find-
ing documents related to a document of interest. Second,
TTs can be provided to the user directly, in the form of a
list of keywords associated with the document, and help the
user in getting a general idea of what a document is about.
Our input documents being scientific papers, key terms of
the paper can be found in the abstract. Extracting TTs from
the abstract of the document only allows us to process doc-
uments efficiently, an important issue when dealing with
large amounts of data.
In this paper, we propose a method for extracting TTs in
an unsupervised and domain-independent way. The paper
is organized as follows. In section 2 we describe the task
of technical term extraction and introduce our approach to-
wards solving this task. After a section on related work (3),
section 4 is about the generation of TT candidates based
on nominal group (NG) chunking. Section 5 describes the
approaches we developed to select the TTs from the list of

extracted NG chunks. In section 6, we present our experi-
mental results. We describe challenges in and first results
for TT categorization (section 7) and conclude with sug-
gestions for future work in section 8.

2 Technical term extraction

The task of extracting technical terms (TTs) from scientific
documents can be viewed as a type of Generalized Name
(GN) recognition, the identification of single- or multi-
word domain-specific expressions [Yangarber et al., 2002].
Compared to the extraction of Named Entities (NEs), such
as person, location or organization names, which has been
studied extensively in the literature, the extraction of GNs
is more difficult for the following reasons: For many GNs,
cues such as capitalization or contextual information, e.g.
“Mr.” for person names or “the president of” for coun-
try names, do not exist. Also, GNs can be (very long)
multi-words (e.g. the term “glycosyl phosphatidyl inosi-
tol (GPI) membrane anchored protein”), which complicates
the recognition of GN boundaries. An additional diffi-
culty with domain-independent term extraction is that the
GN types cannot be specified in advance because they are
highly dependent on the domain. Also, we cannot make
use of a supervised approach based on an annotated corpus
because these corpora are only available for specific do-
mains.
Our idea for domain-independent TT extraction is based
on the assumption that, regardless of the domain we are
dealing with, the majority of the TTs in a document are
in nominal group (NG) positions. To verify this assump-
tion, we manually annotated a set of 100 abstracts from the
Zeitschrift für Naturforschung1 (ZfN) archive. Our com-
plete ZfN corpus consists of 4,130 abstracts from scientific
papers in physics, chemistry, and biology, published by the
ZfN between 1997 and 2003. Evaluating 100 manually an-
notated abstracts from the biology part of the ZfN corpus,
we found that 94% of the annotated terms were in fact in
NG positions. The remaining 6% include TTs in verb po-
sitions, but also terms occurring within an NG, where the
head of the NG is not part of the TT. For example, in the NG
“Codling moth females”, the head of the noun group (“fe-
males”) is not part of the TT (“Codling moth”). Focussing
our efforts on the terms in NG position, the starting point of
our method for extracting terms is an algorithm to extract
nominal groups from a text. We then classify these nom-
inal groups into TTs and non-TTs using frequency counts
retrieved from the MSN search engine.

1http://www.znaturforsch.com/
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3 Related work
3.1 NE and GN recognition
NE and GN recognition tasks have long been tackled using
supervised approaches. Supervised approaches to standard
NE recognition tasks (person, organization, location, etc.)
have been discussed in various papers, e.g. [Borthwick et
al., 1998] and [Bikel et al., 1999]. A supervised (SVM-
based) approach to the extraction of GNs in the biomedical
domain is presented by [Lee et al., 2003]. Since a major
drawback of supervised methods is the need for manually-
tagged training data, people have, during the last decade,
looked for alternative approaches. Lately, bootstrapping
has become a popular technique, where seed lists are used
to automatically annotate a small set of training samples,
from which rules and new instances are learned iteratively.
Seed-based approaches to the task of learning NEs were
presented by, e.g. [Collins and Singer, 1999], [Cucerzan
and Yarowsky, 1999], and [Riloff and Jones, 1999]. [Yan-
garber et al., 2002] present a seed-based bootstrapping al-
gorithm for learning GNs and achieve a precision of about
65% at 70% recall, evaluating it on the extraction of dis-
eases and locations from a medical corpus. Albeit inde-
pendent of annotated training data, seed-based algorithms
heavily rely on the quality (and quantity) of the seeds.
As lists of trusted seeds are not available for all domains,
extracting GNs in a completely domain-independent way
would require generating these lists automatically. A dif-
ferent approach, which does not rely on seeds, is applied by
[Etzioni et al., 2005], who use Hearst’s [Hearst, 1992] list
of lexico-syntactic patterns (plus some additional patterns)
to extract NEs from the web. The patterns are extended
with a predicate specifying a class (e.g. City) to extract
instances of this particular class. The extracted instances
are validated using an adapted form of Turney’s [Turney,
2001] PMI-IR algorithm (point-wise mutual information).
This allows for a domain-independent extraction of NEs
but only from a huge corpus like the internet, where a suf-
ficient number of instances of a particular pattern can be
found. Also, using this approach, one can only extract in-
stances of categories that have been specified in advance.

3.2 Keyword extraction
The goal of keyword extraction from a document is to ex-
tract a set of terms that best describe the content of the
document. This task is closely related to our task; how-
ever, we aim at extracting all TTs rather than a subset.
Like NE/GN recognition, keyword extraction was first ap-
proached with supervised learning methods, e.g. [Turney,
2000] and [Hulth, 2003]. [Mihalcea and Tarau, 2004] pro-
pose to build a graph of lexical units that are connected
based on their co-occurrence and report an F-measure of
36.2 on a collection of manually annotated abstracts from
the Inspec database. [Mihalcea and Csomai, 2007] iden-
tify important concepts in a text relying on Wikipedia as
a resource and achieve an F-measure of 54.63. However,
limiting the extracted concepts to those found in Wikipedia
is problematic when working on specialized texts. Evalu-
ating the annotated technical terms of the GENIA (Tech-
nical Term) Corpus, an annotated corpus of 2000 biomedi-
cal abstracts from the University of Tokyo2, we found that
only about 15% of all annotated terms (5.199 out of 34.077)
matched entries in Wikipedia.

2http://www-tsujii.is.s.u-tokyo.ac.jp/GENIA/

4 NG chunking
As TTs are usually in noun group positions, we extract can-
didates using a nominal group (NG) chunker, namely the
GNR chunker developed by [Spurk, 2006]. The advantage
of this chunker over others is its domain-independence, due
to the fact that it is not trained on a particular corpus but re-
lies on patterns based on closed class words (e.g. preposi-
tions, determiners, coordinators), which are the same in all
domains. Using lists of closed-class words, the NG chun-
ker determines the left and right boundaries of a word group
and defines all words in between as an NG. However, the
boundaries of a TT do not always coincide with the bound-
aries of an NG. For example, from the NG “the amino
acid”, we want to extract the TT “amino acid”. There-
fore, we made some adaptations to the chunker in order
to eliminate certain kinds of pre-modifiers. In particular,
we made the chunker to strip determiners, adverbs, pro-
nouns and numerals from the beginning of an NG. We also
split coordinated phrases into their conjuncts, in particular
comma-separated lists, and process the text within paren-
theses separately from the text outside the parentheses.
Evaluating the NG chunker for TT candidate extraction,
we ran the chunker on two sets of annotated abstracts
from the biology domain (ZfN and GENIA) and a set of
100 abstracts extracted from the DBLP3 database (com-
puter science), which was hand-annotated for TTs. To
evaluate the chunker on the GENIA data, we first had to
identify the annotated terms in NG position. Considering
all terms with PoS tags4 matching the regular expression
JJ∗NN∗(NN |NNS) as NG terms, we extracted 62.4%
of all terms (57,845 of 92,722). Table 1 shows the per-
formance of the NG chunking component of our system,
evaluated on the annotated TTs in NG position of the three
corpora.

NG TTs total matches partial matches

ZfN 2,001 1,264 (63.2%) 560 (28.0%)

DBLP 1,316 897 (68.2%) 412 (31.3%)

GENIA 57,845 45,660 (78.9% 10,321 (11.9%)

Table 1: Evaluation of NG chunking on annotated corpora

The high number of partial matches in all corpora
might be surprising; however, in many cases, these partial
matches, even though untagged by the annotator, consti-
tute acceptable TT candidates themselves. Some are due
to minor variances between manual annotation and chunk-
ing, e.g. a missing dot at the end of the TT “Ficaria verna
Huds.” in the chunking output, or due to the fact that the
extracted NG chunk is a super- or sub-NG of the annotated
NG term. Common causes for partial matches are:

1. missing prepositional postmodifier, e.g. “biodegrada-
tion” and “Naphthalene” (NGs) vs. “Biodegradation
of Naphthalene” (TT)

2. additional premodifiers, e.g. “new iridoid glycoside”
(NG) vs. “iridoid glycoside” (TT)

3. appositive constructions, e.g. “endemic Chilean plant
Latua pubiflora” (NG) vs. “Latua pubiflora” (TT)

3http://www.informatik.uni-trier.de/ ley/db/
4PoS tag annotation follows the Penn Treebank tagging

scheme
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Figure 1: Ratio between TTs and non-TTs (ZfN corpus)

Real chunking errors are usually due to leading or trailing
verbs, e.g. “induce hemolysis” (extracted) vs. “hemolysis”
(TT). To deal with these extraction errors, we are currently
evaluating methods to improve the TT candidate extraction
component by learning domain-specific extraction patterns
from the target corpus in an unsupervised way to supple-
ment the domain-independent extraction patterns currently
applied by the GNR.

5 Selection of technical terms
5.1 Seed-based approach
Our first approach towards determining, which of the ex-
tracted NGs are in fact TTs, was to use Wikipedia for vali-
dating part of the extracted chunks (i.e. those that constitute
entries in Wikipedia, about 8% of the terms in our anno-
tated abstracts) and use these validated chunks as seeds to
train a seed-based classifier. To test this approach, we used
DBpedia [Auer et al., 2007] (a structured representation
of the Wikipedia contents) to validate the chunks and used
the validated chunks as seeds for training a seed-based GN
Recognizer implemented by [Spurk, 2006]. Seed lists were
generated in the following way: We first looked up all ex-
tracted NG chunks in DBpedia. For DBpedia categories,
we generated a list of all instances having this category, for
instances, we retrieved all categories the instance belonged
to. For each category candidate, for which at least two dif-
ferent instances were found in our corpus, we then created
a seed list for this category, containing all instances found
for this category in DBpedia. For each instance candidate,
we generated seed lists for each category of the instance ac-
cordingly. These lists were used as positive evidence when
training the seed-based GN Recognizer. In addition, we
used seed lists containing frequent words, serving as neg-
ative evidence to the learner. Our frequent word seed lists
were generated from a word frequency list based on the
British National Corpus5. From this list, we extracted each
word together with its PoS tag and frequency. After prepro-
cessing the data (i.e. removing the “*” symbol at the end of
a word and removing contractions), we generated a list of
words for each PoS tag separately.
An evaluation of the seed-based GN learner on the ZfN
corpus (4,130 abstracts) showed that the results were not
satisfying. Learning to extract instances of particular cate-

5http://www.natcorp.ox.ac.uk/

gories, the number of found sample instances in the corpus
was too small for the learner to find patterns. Experiments
on learning to extract instances of a general type ”technical
term” showed that the TTs are too diverse to share term-
inherent or contextual patterns.
In particular, the use of DBpedia for the generation of
seed lists turned out unpractical for the following rea-
sons: 1. DBpedia is not structured like an ontology, i.e.
instances and categories are often not in an is-a-relation
but rather in an is-related-to-relation. For example, for
the category “protein”, we find instances that are proteins,
such as “Globulin”, but we also find instances such as
“N-terminus” that are related to the term “protein” but
do not refer to a protein. However, as the seed-based
learner relies on morphological and contextual similarities
among instances of the same type when trying to identify
new instances, better results could only be achieved us-
ing a knowledge base, in which instances and categories
are structured in a clearly hierarchical way. 2. Seed-
based learning only makes sense for ”open-class” cate-
gories. However, for some categories that we extracted
from DBpedia, a complete (or almost complete) list of in-
stances of this category was already available. For exam-
ple, for the category “chemical element”, we find a list of
all chemical elements and will hardly be able to find any
new instance of this category in our input texts. In addition,
we found that a number of terms that appeared as entries in
DBpedia were in fact too general to be considered TTs, i.e.
an entry such as “paper”.

5.2 Frequency-based approach
As the seed-based approach turned out unfeasible for solv-
ing the task at hand, we decided to identify the TTs within
the extracted NG chunks using a frequency-based approach
instead. The idea is to make use of a model introduced
by [Luhn, 1958], who suggested that mid-frequency terms
are the ones that best indicate the topic of a document,
while very common and very rare terms are less likely to
be topic-relevant terms. Inspired by Luhn’s findings, we
make the assumption that terms that occur mid-frequently
in a large corpus are the ones that are most associated with
some topic and will often constitute technical terms. To
test our hypothesis, we first retrieved frequency scores for
all NG chunks extracted from our ZfN corpus of abstracts
from the biology domain and then calculated the ratio be-
tween TTs and non-TTs for particular maximum frequency
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Figure 2: Optimization of tu based on F-measure maximization (ZfN corpus)

scores. To retrieve the frequency scores for our chunks, we
used the internet as reference corpus, as it is general enough
to cover a broad range of domains, and retrieved the scores
using the Live Search API of the MSN search engine6. The
results, presented in Figure 1 on a logarithmic scale, con-
firm our hypothesis, showing that the ratio increases up to
an MSN score of about 1.5 million and then slowly de-
clines. This means that chunks with a mid-frequency score
are in fact more likely to be TTs than terms with a very low
or very high score.
Selecting the terms that are most likely to be TTs requires
the determination of two thresholds: the lower threshold tl
and the upper threshold tu for classifying a term candidate
c with an MSN score msn(c) as TT or non-TT:

class(c) =
{

TT if tl <= msn(c) <= tu
nonTT elsewhere (1)

To optimize these two thresholds, we maximized the F-
measure achieved on the ZfN corpus with different thresh-
olds set. For tl, we simply tried all thresholds from 0 to 10
and found a threshold of 1 to yield the best results. This
might seem surprising; however, as many technical terms
are in fact retrieved only once or twice by MSN, recall
drops dramatically very fast if a higher value of tl is chosen.
For tu, rather than trying out all numbers from 1 to sev-
eral million, we used a simple but robust optimization algo-
rithm - golden-section search [Kiefer, 1953] - to converge
towards a (local) optimum threshold. Using this method,
we determined an upper threshold of 6.05 million (cf. Fig-
ure 2) for the ZfN corpus. In order to find out whether
this threshold is different for other domains, we applied the
same method to optimize the threshold for the DBLP cor-
pus (computer science). For this corpus, the maximum F-
measure was achieved with a threshold of about 20 million.
We are currently developing methods for determining this
threshold automatically, without using annotated training
data.

6http://dev.live.com/livesearch/

6 Experimental results
Evaluating our algorithm on our three annotated corpora of
abstracts, we obtained the results summarized in Table 2.
The scores for the ZfN corpus are comparable to results for
GN learning, e.g. those by [Yangarber et al., 2002] for ex-
tracting diseases from a medical corpus. For the DBLP cor-
pus, they are considerably lower, which can be explained
by the fact that terminology from the computer science do-
main is much more commonly found in the internet than
terminology from other domains. This results in a greater
overlap of TTs and non-TTs with similar MSN frequencies
and, consequently, in lower classification performance.
To evaluate our approach in an unsupervised way (i.e. with-
out using the annotated corpora for threshold optimization),
we selected the top half7 of the extracted NG chunks as TTs
and compared this list to the set of annotated TTs and to a
set of the top half of extracted NG chunks selected using
TF/IDF, a baseline measure commonly applied in keyword
extraction. As “top half”, we considered the chunks with
the lowest MSN score (with an MSN score of at least 1)
and those chunks with the highest TF/IDF score, respec-
tively. The results, summarized in Table 3, show that our
MSN-based method yields considerably better results than
the TF/IDF baseline. The F-measure of 0.55 for terms in
NG position corresponds to the score achieved by [Mihal-
cea and Csomai, 2007] for Wikipedia terms. However, our
method does not limit the extracted terms to those appear-
ing as entries in the Wikipedia encyclopedia.
Figure 3 shows a sample abstract from the ZfN corpus, with
the identified TTs shaded.

7 Categorization of technical terms
In contrast to classical NE and GN recognition, our ap-
proach does not automatically perform a categorization of
the extracted terms. For a domain-independent approach
towards categorization, we have analyzed the use of DB-
pedia. Every instance found in DBpedia has one or more

7Analysing our different corpora, we found that the number
of TTs annotated in a text is usually about half the number of
extracted NGs

WIR 2009

16



Acid phosphatase activities in a culture liquid and mycelial extract were studied in submerged 
cultures of the filamentous fungus Humicola lutea 120-5 in casein-containing media with and without 
inorganic phosphate (Pi). The Pi-repressible influence on the phosphatase formation was 
demonstrated. Significant changes in the distribution of acid phosphatase between the mycelial 
extract and culture liquid were observed at the transition of the strainfrom exponential to stationary 
phase. Some differences in the cytochemical localization of phosphatase in dependence of Pi in the 
media and the role of the enzyme in the release of available phosphorus from the phosphoprotein 
casein for fungal growth were discussed. 

Figure 3: ZfN sample output of the TT extraction algorithm

Precision Recall F1

ZfN (biology) 58% 81% 0.68

DBLP (computer science) 48% 65% 0.55

GENIA (biology) 50% 75% 0.60

Yangarber (diseases) 65% 70% 0.67

Table 2: Evaluation of TT extraction on annotated corpora

Precision Recall F1

GENIA NG terms only (vs. all GENIA terms)

GNR + MSN 51% (56%) 61% (47%) 0.55 (0.51)

GNR + TF/IDF 45% (51%) 53% (42%) 0.49 (0.46)

Table 3: Comparison to TF/IDF baseline

categories associated. However, the problems of using DB-
pedia for categorization are

1. to identify the correct domain, e.g. “vitamin C” is re-
lated to categories from the biology domain, but also
to categories from the music domain

2. to choose an appropriate category if several categories
of the same domain are suggested, e.g. “vitamin C”
belongs to categories “vitamins”, “food antioxidants”,
“dietary antioxidants”, “organic acids”, etc.

3. to identify the specificity of the category, e.g. the term
“Perineuronal net” is linked to the categories “Neuro-
biology” and “Neuroscience”, where “Neurobiology”
also appears as subcategory of “Neuroscience”.

4. to categorize instances not found in DBpedia.

To deal with the first two problems, we have evaluated
a PMI/IR-based approach, using Turney’s [Turney, 2001]
formula to determine the best category for a given instance
in a particular context. Turney computes the semantic sim-
ilarity between an instance and a category in a given con-
text by issuing queries to a search engine. The score of a
particular choice (in our case: one of the categories) is de-
termined by calculating the ratio between the hits retrieved
with a problem (in our case: the instance) together with the
choice and a context (in our case: other terms in the in-
put text) and hits retrieved with the choice and the context
alone. For evaluating our algorithm, we retrieved the list
of DBpedia categories for 100 of our extracted terms with
an entry in DBpedia and manually chose a set of no, one
or several categories fitting the term in the given context.
We then ran our algorithm with three different minimum

PMI/IR score thresholds (0, 0.5 and 1) set and compared
the output to the manually assigned categories. We then
calculated precision, recall and F1 for each of these thresh-
olds and compared the results to two different baselines.
Baseline algorithm 1 always assigns the first found DBpe-
dia category, baseline algorithm 2 never assigns any cate-
gory. The results are summarized in Table 4. Baseline 2
is calculated because only about 22% of the possible cate-
gories were assigned by the human annotator. The major-
ity of terms (53%) was not assigned any of the proposed
categories. This is because many terms that appeared as
entries in DBpedia were not used as technical terms in the
given context but in a more general sense. For example,
the term “reuse” (appearing in a computer science docu-
ment), is linked to the categories “waste management” and
“technical communication”, neither of which fit the given
context. Due to this proportion of assigned to non-assigned
categories, a PMI/IR threshold of 0 turns out to be too low
because it favors assigning a category over not assigning
any category. With a threshold of 0, the combined F1 score
stays below the baseline score of never assigning any cate-
gory. With thresholds set to 0.5 and 1, however, the com-
bined F1 score is considerably higher than both baselines.
A threshold of 0.5 yields considerably better results for
terms with one or more assigned categories and a slightly
better overall result than a threshold of 1. The results show
that the algorithm can be used to decide whether a proposed
DBpedia category fits an instance in the given context or
not. In particular, with a PMI/IR score threshold set, it can
achieve high precision and recall scores when deciding that
a category does not fit a term in the given context.

8 Conclusion and current challenges
We have presented a robust method for domain-
independent, unsupervised extraction of TTs from scien-
tific documents with promising results. Up to now, we are
not able to categorize all extracted TTs, as is usually done
in GN learning, but presented first experimental results to-
wards solving this task. The key advantage of our approach
over other approaches to GN learning is that it extracts a
broad range of different TTs robustly and irrespective of
the existence of morphological or contextual patterns in a
training corpus. It works independent of the domain, the
length of the input text or the size of the corpus, in which
in the input document appears. Current challenges include
improving the TT candidate extraction component, in par-
ticular the recognition of TT boundaries, in order to reduce
the number of partial matches. For TT selection, our goal
is to determine MSN frequency thresholds automatically,
without using annotated training data. Another major chal-
lenge is the categorization of all TTs.
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Thresh = 0 Thresh = 0.5 Thresh = 1 Baseline 1 Baseline 2
Category assignment
Precision 36.56% 50.00% 48.89% 37.00% N/A

Recall 53.13% 43.75% 34.38% 57.81% 0.00%
F1 0.43 0.47 0.4 0.45 N/A

No category assignment
Precision 91.67% 80.43% 71.93% N/A 53.00%

Recall 20.75% 69.81% 77.36% 0.00% 100.00%
F1 0.34 0.75 0.75 N/A 0.69

Combined results
Precision 42.86% 63.73% 61.76% 37.00% 53.00%

Recall 38.46% 55.56% 53.85% 31.62% 45.30%
F1 0.41 0.59 0.58 0.34 0.49

Figure 4: Evaluation of DBpedia categorization using different PMI/IR thresholds
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Abstract
With the help of an algebraic specification lan-
guage and the functional programming language
OCAML [Chailloux et al., 2000] we introduced
a new understanding of XML. For example, in
our abstract XML specification we distinguish in
the data structure and not only in the DTD be-
tween a tuple and a collection. Further all inter-
mediate results of the generating operations are
considered as XML documents. Because of this
understanding of XML, we could define and im-
plement new, powerful, and easy to handle op-
erations for XML documents. For example, we
have a restructuring operation, by which an XML
document can be transferred to another one only
by giving the DTD of the desired document. The
paper presents a description of a complex selec-
tion operation with simple syntax, which can be
used in database and information retrieval en-
vironments. It will be evident that some well
known commuting rules from other data models
fail, but nevertheless a first outlook for query op-
timization strategies is given. It will be clear that
OttoQL (our language based on the discussed op-
erations) differs from XQuery very significantly.

1 Introduction
Our end-user computer language OttoQL (OsTfälisch Ta-
ble Oriented) [Benecke and Schnabel, 2009] was originally
designed as a database language for non-first-normal-form
relations. With the introduction of XML it was generalized
to (XML) documents. The highlights of OttoQL are:

1. It is based on an algebraic specification language,
which distinguishes, for example, between tuples and
collections.

2. The program logic of the kernel is very simple; the
operations are applied one after the other.

3. There are complex, powerful operations on structured
data, which are easy to handle.

This paper covers only a part of the possibilities of OttoQL,
namely - the select operation. The input of an OttoQL pro-
gram can be either an XML document with DTD or a tab
file. Both objects are internally represented by an (abstract)
OCAML term. Such terms are transformed into new terms
by operations of the program. The resulting term of the
program can be represented as tab file, table, XML docu-
ment, HTML document, or as an OCAML term.
The XML document pupils.xml in Figure 1 contains data

<<L(NAME, FIRST,L(SUBJECT,L(MARK)))::
Meier Hans Maths 1 1 1
Schulz Michael German 1 4 4

4 4 4
Maths 1 4

Mayer Fritz Maths >>

Table 1: pupils.xml as tab file pupils.tab

about three pupils. It can be represented in the following
way in form of a tab file (Table 1).

The computer internal representation of this tab file may
also include the ”invisible” above tags PUPILS, PUPIL,
and SUBJECTTUP. The use of these tags in the tabular
representation would damage the tabular view. We will
use this representation in this paper because it makes our
understanding of XML more visible. Tuples are arranged
horizontally and elements of collections (except at deep-
est level, if this level contains only one elementary field)
vertically. The second section describes the specification
of schemes of tabments and the specification of tabments.
The ext operation, by which computations can be realized,
is then briefly given in section 3. In the following section 4
the selection (mit-part) is introduced by examples and par-
tially by corresponding XQuery programs. Selections are
done in general by several mit-parts step by step. In the fifth
section the essential part of the selection is reduced mainly
to the ext operation. In section 6, the failure of well known
rules for query optimization is shown. Furthermore, defini-
tions are presented, which are already implicitly contained
in the definition of section 5. Then unproved commuting
rules, in part of a new kind, are presented. These rules are
a basis for query optimization strategies (section 7). Sec-
tion 8 compares shortly our approach with others and in
section 9 a summary of our data model is given.

2 XML IN OCAML
In this section we present our understanding of XML in
the syntax of OCAML. An XML document is also called
tabment (TABle+docuMENT).
type coll sym = Set | Bag | List | Any
| S1 ;; (* collection types: M, B, L, A, ? *)

type name = string;; (*column names *)

type scheme = (* schemes of documents *)
Empty s (* empty scheme *)
| Inj of name (* each name is a scheme *)
| Coll s of coll sym*scheme

(*schemes for collections*)
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<PUPILS>
<PUPIL>

<NAME>Meier</NAME>
<FIRST>Hans</FIRST>
<SUBJECTTUP>

<SUBJECT>Maths</SUBJECT>
<MARK>1</MARK>
<MARK>1</MARK>
<MARK>1</MARK>

</SUBJECTTUP>
</PUPIL>
<PUPIL>

<NAME>Schulz</NAME>
<FIRST>Michael</FIRST>
<SUBJECTTUP>

<SUBJECT>German</SUBJECT>
<MARK>1</MARK>
<MARK>4</MARK>
<MARK>4</MARK>
<MARK>4</MARK>
<MARK>4</MARK>
<MARK>4</MARK>

</SUBJECTTUP>
<SUBJECTTUP>

<SUBJECT>Maths</SUBJECT>
<MARK>1</MARK>
<MARK>4</MARK>

</SUBJECTTUP>
</PUPIL>
<PUPIL>

<NAME>Mayer</NAME>
<FIRST>Fritz</FIRST>
<SUBJECTTUP>

<SUBJECT>Maths</SUBJECT>
</SUBJECTTUP>

</PUPIL>
</PUPILS>

Figure 1: Sample file pupils.xml

| Tuple s of scheme list (* schemes for tuples *)
| Alternate s of scheme list;; (* schemes for choice *)

type value = (* disjoint union of elementary types *)
Bar (* a dash; only for school of interest *)
| Int v of big int (* each big integer is a value *)
| Float v of float
| Bool v of bool
| String v of string;;

type tabment = (* type for tables resp. documents *)
Empty t (* empty tabment: error value *)
| El tab of value (* an elementary value is a tabment *)
| Tuple t of tabment list (* tuple of tabments *)
| Coll t of (coll sym * scheme) *

(tabment list) (* collection of tabments *)
| Tag0 of name * tabment

(* a tabment is enclosed by a name *)
| Alternate t of (scheme list) * tabment;;
(* the type of the tabment is changed to a choice type *)

Examples: The string ”Hallo” (”XML document”
without root) can be represented by the OCAML term

El_tab(String_v "Hallo")

and the XML document
<X><A>a</A><A>b</A></X>

can be represented for example by

Tag0("X",Tuple_t[
Tag0("A",El_tab(String_v "a"));
Tag0("A",El_tab(String_v "b"))])

or by

Tag0("X",Coll_t((List, Inj "A"),
[Tag0("A",El_tab(String_v "a"));
Tag0("A",El_tab(String_v "b"))])).

The third pupil of the above XML file has the following
description:

Tag0 ("PUPIL",
Tuple_t [
Tag0 ("NAME",
El_tab (String_v ("Mayer")));

Tag0 ("FIRST",
El_tab (String_v ("Fritz")));

Coll_t ((Set,Inj "SUBJECTTUP"),[
Tag0 ("SUBJECTTUP",
Tuple_t [
Tag0 ("SUBJECT",
El_tab (String_v ("Maths")));

Coll_t ((Set,Inj "MARK"), [ ])
])])])

We summarize the differences between the common un-
derstanding XML documents and the specified tabments:

1. The specification does not distinguish between XML-
attributes and XML-elements; an attribute is signaled
by a preceding ”@”.

2. Unlike to XML a tabment need not to have a root tag.
3. In the tabment, and not only in the scheme specifica-

tion, a tuple of several elements is distinguished from
a collection of these elements. This is an advantage,
for the specification and implementation of our power-
ful tabment operations (restructuring stroke, selection,
extension ext, vertical, ...).
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(X, L)
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( Y, L)
|
Z

Figure 2: Graph of the scheme L(X,L(Y,L(Z)))

4. The specification handles beside lists (L) additional
proper collection types: Set (M), Bag (B), and Any
(A). The ”collection” type S1 is not a proper collec-
tion. It is used for optional values (?).

3 THE ext OPERATION IN SHORT
In this paper we need only ext commands of the following
type:

ext n := e at sns

Here n is a name, e is an expression and sns is a list of
slashed names. If the value v of e is Tag0(n’,v’) then the
given table is extended by Tag0(n,v’) right beside each oc-
currence of a name of sns. Otherwise, it is extended by
Tag0(n,v).

Program 1: The syntax for addition of two columns is in-
dependent of the given structure of the tabment:

<< L(X, L(Y, L(Z)))::
1 2 3 4

5 >>
ext W := X + Y at Y

Result:
<<L(X, L(Y, W, L(Z)))::

1 2 3 3 4
5 6 >>

Here, the system extends beside Y. In order to compute the
value of X + Y , the term X + Y is occupied (substituted)
stepwise during going in depth of the given tabment. If we
occupy the expression by the (first) element of the given
tabment then an expression 1 + Y results. Only if we go
deeper into the Y level, complete X + Y values arise. If
we occupy 1 + Y with << Y :: 2 >> then 1 + 2 results,
and if we occupy it by the second line, then 1 + 5 results.
Because at X-level no X + Y value exists by an extension

ext W:=X+Y at X

only empty extensions would arise. If we consider the ex-
tension
ext W:= X+Y at Z

then the value 1 + 5 cannot be carried by a Z-value. If the
user would not specify the at-part in the above Program 1
then the system generates it. The depths of the levels of the
given XML document can be seen in Figure 2.

4 THE SELECTION OPERATION BY
EXAMPLES

A selection is described by a mit part (”mit” corresponds to
”where” from SQL) or a ohne part (”ohne” is German, too,
and means ”without”). A mit part has the following form:
mit [level selector] condition, where
level selector is [slashed names::] or [slashed names:].
Unlike some other languages a selection can be placed at

an arbitrary position in an OttoQL program. A selection
keeps the structure and thus the whole OttoQL DTD (docu-
ment type definition) of the given tabment unchanged. The
simplest mit part starts with the keyword mit, optionally
followed by a level selector n2::, followed by a Boolean
expression. All (sub-) elements of highest collections, con-
taining this name n2 as a component, which do not sat-
isfy the condition, are eliminated from the tabment. Since
our data are in general of a more complex structure than
flat relations, we possess finer selection mechanisms. Nev-
ertheless we have a simple syntax. The OttoQL DTD of
pupils.xml contains three collection symbols, therefore we
can select in three different levels:
mit PUPIL:: FIRST="Michael"

selects pupils
mit SUBJECTTUP:: MARK=3

selects SUBJECTTUP elements (all, in which a mark 3 ex-
ists) and
mit MARK:: MARK>3

selects only MARKs.
Sometimes no outer tag like PUPIL or SUBJECTTUP is
present. Therefore, we also permit column names from in-
side the tuple as level selectors (topmost level of the corre-
sponding collection).
NAME::FIRST="Michael"

or
FIRST::FIRST="Michael"

expresses the same as the first condition. Both conditions
select pupils likewise.

Program 2: Selection at top level (Give all pupils, who
have a German entry:)
aus doc("pupils.xml")
mit PUPIL:: SUBJECT="German"

The condition selects from the collection of all pupils
and not from the collections of SUBJECTTUP elements.
However, with each qualified pupil all its subordinated
SUBJECTUP- and MARK-values appear. Thus we get the
following result:
<<L(NAME, FIRST,L(SUBJECT,L(MARK)))::

Schulz Michael German 1 4 4
4 4 4

Maths 1 4 >>

We recognize that the condition selects all pupils, who have
at least one German entry. However, all subjects of those
pupils are in the result. For people, who do not know the
SUBJECT tag we plan to implement also a keyword search
of type PUPIL : ”German” or simply ”German”. If
we want only all German entries then this can be easily
expressed:

Program 3: Selection at second level: Find for each pupil
(more general: with a certain property) all German data:
aus doc("pupils.xml")
mit SUBJECT:: SUBJECT="German"

Result:
<<L(NAME, FIRST,L(SUBJECT,L(MARK)))::

Meier Hans
Schulz Michael German 1 4 4

4 4 4
Mayer Fritz >>
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If we apply both conditions, one after the other, then we
get all German entries and, in addition, only the pupils,
who have a German entry.

Program 4: Selection at two different levels:

aus doc("pupils.xml")
mit NAME::SUBJECT="German"
mit SUBJECT::SUBJECT="German"

Result:

<<L(NAME, FIRST,L(SUBJECT,L(MARK)))::
Schulz Michael German 1 4 4

4 4 4>>

If we consider the Boolean expression

MARK>3

then one can select in three collection types. In place of the
following three conditions

mit NAME::MARK>3 #pupils with a mark>3
mit SUBJECT::MARK>3
mit MARK::MARK>3 #marks greater than 3

we can write shorter

mit NAME,SUBJECT,MARK::MARK>3

or even shorter as in

Program 5: Relational selection with structured output:

aus doc("pupils.xml")
mit MARK>3 # or: mit MARK:MARK>3

Result:

<<L(NAME, FIRST,L(SUBJECT,L(MARK)))::
Schulz Michael German 4 4 4 4 4

Maths 4 >>

The condition MARK : MARK > 3 expresses that
the Boolean expression MARK > 3 is applied to all col-
lections, which include MARK (are higher than MARK).
For the formulation of Program 5 in XQuery we need 3
nested FLOWR constructs.
Program 6: Give all pupils (with all data), who have a
mark 1 in Maths:

aus doc("pupils.xml")
mit NAME:: SUBJECT="Maths" and MARK=1

This query is equivalent to each of the following two
XQuery-programs, which require SUBJECTUP-tags:

<PUPILS>{
doc("pupils.xml")//
SUBJECTTUP[SUBJECT="Maths"

and MARK=1]/..}
</PUPILS>

<PUPILS>{
doc("pupils.xml")//
PUPIL[SUBJECTUP[SUBJECT="Maths"

and MARK=1]]}
</PUPILS>

But Program 6 is not equivalent to the simpler XQuery pro-
gram:

<PUPILS>{
doc("pupils.xml")//
PUPIL[.//SUBJECT="Maths"

and .//MARK=1]}
</PUPILS>

The difference between OttoQL and XPath is that in the last
XPath program SUBJECT and MARK are independent of
each other, but in OttoQL both values are considered to ad-
here to each other. Nevertheless, it is no problem to express
the last XPath program by OttoQL:

Program 7: Two independent conditions, which refer to
the same collection type: Give all pupils, who have a
Maths-entry, and who have a one in any subject:
aus doc("pupils.xml")
mit NAME:: SUBJECT="Maths"
mit NAME:: MARK=1

Program 8: Disjunction of two conditions:
aus doc("pupils.xml")
mit NAME:: SUBJECT="Maths" or MARK=1

Here, also the last pupil (Mayer Fritz) appears in the result,
although a corresponding MARK-value does not exist. The
same holds even if both names are not on a hierarchical
path.

Program 9a: A condition, which contains two names,
which are not on a hierarchical path, can be meaningful:
<< M(X, M(Y), M(Z))::

1 2 3
4 5 6

7 >>
mit X:: Y=2 or Z=6

Here, the input tabment is also the output tabment.

Program 9b: A similar condition applied to all three lev-
els:
<< M(X, M(Y), M(Z))::

1 2 3
4 2 6

5 7
8 9

8 9
9 2 >>

mit Y in M[2; 5] or Z in M[6; 7]

Result:
<< M(X, M(Y), M(Z))::

1 2
4 2 6

5 7
9 2 >>

We note that this understanding of or differs from a pure
relational environment, where a structure of type M(X,Y,Z)
is given. In this case the last element could not be in the
result, because it would not appear in the given table. The
first result line had to be replaced by ”1 2 3” and instead
of the second element 8 (X,Y,Z)-tuples (the ”8” and ”9” in-
cluded) would appear in the result. If we would restructure
these tuples to X,M(Y),M(Z), then again the second given
element would result. It is necessary to note that if we apply
the condition X::Y=2 and Z=6 on a tabment of the above
type M(X,M(Y),M(Z)) the result is always empty. Neverthe-
less, it is clear that we can apply both conditions, one after
the other, to express the intended meaning. On the other
hand we can also apply the condition

2 in M(Y ) and 6 in M(Z)
on the given tabment. M(Y) and M(Z) contrary to Y and Z
are on a hierarchical path of the given scheme as the fol-
lowing graph of Figure 3 shows. For the next program a
simple relation with 2 optional columns is given:
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M
|

(X, M, M)
| |
(Y) (Z)

Figure 3: Graph of the scheme M(X,M(Y),M(Z)))

courses.xml: L(COURSE, HOURS?, PROF?)

Program 10: Give all course tuples, which have an
HOURS-entry greater 20:

aus doc("courses.xml")
mit COURSE::HOURS>20 # or mit HOURS>20

Because the corresponding XML document contains no tu-
ple tags, the solution in XQuery looks relatively compli-
cated:

<results>
{for $h in doc("courses.xml")//HOURS
where $h > 20
return
<tup>
{$h/preceding-sibling::COURSE[1]}
{$h}
{if local-name

($h/following-sibling::*)="PROF"
then $h/following-sibling::PROF[1]
else ()}

</tup>
}
</results>

5 SELECTION MORE PRECISE
The selection is based essentially on the extension opera-
tion ext and the forget operation. In short, by
ext n e sns t (n:=e at sns) besides each name from sns, the
value of e tagged by n is inserted. By Program 8 and Pro-
gram 9b it becomes clear why it is not sufficient to extend
at one name only. An extension
ext %:=SUBJECT="Maths" or MARK=1 &&

at SUBJECT

would generate only empty %-values (=undefined) if we
have a subject unequal to Maths, because the MARK-values
are invisible at SUBJECT-level. An extension

ext %:=SUBJECT="Maths" or MARK=1 &&
at MARK

at the other hand could not carry a truth value, if the col-
lection of MARK-values is empty. But the following ext
operation realizes the desired extensions:

ext %:=SUBJECT="Maths" or MARK=1 &&
at SUBJECT,MARK

In the same way the corresponding extension for Program
9b is:
ext %:=Y in M[2;5] or Z in M[6;7] &&

at Y,Z

By such %-extensions the given table is extended at each
corresponding position by one of the corresponding three
truth values:

TRUE=Tag0("%",El_tab(Bool_v true))
FALSE= Tag0("%",El_tab(Bool_v false))
UNDEFINED=Tag0("%",Empty_t)

<< M( X, L( Y, Z))::
1 2 3

4 5 >>

Table 2: Tabment T0

The selection sel1, which corresponds to a mit-part mit
na2 :: cond2 applied to a document t2.xml can be ex-
pressed roughly by the following short hand:

aus doc("t2.xml")
ext %:= cond2 at names_ex(cond2)

# introduction of a new %-column
select all "na2-tuples", which have
a sub- or superordinated %-value "TRUE"
forget %.

6 TOWARDS OPTIMIZATION RULES
Unfortunately, well known commuting rules from the rela-
tional and other data models do not hold in our data model
in general. First, we have a look at Table 2 (T0), on which
the failing of certain well-known commuting rules for se-
lection can be demonstrated. In the following σ is the se-
lection operation, which corresponds to one mit part.

Counter examples for commuting rules of selection:

(a) σX::Y =4(σY ::Z=3(T0)) 6= σY ::Z=3(σX::Y =4(T0))
The left hand side is an empty tabment, unlike the right
hand side. The reason is that the condition Y::Z=3 selects
elements of the fix level (see below) of X::Y=4 or in other
words Y::Z=3 refers (see below) to a fix level (Y,Z) of the
quantified condition X::Y=4. We shall see that we can
commute both conditions above in another sense. X::Y=4
can absorb Y::Z=3.

(b) σY ::pos(Y )=1(σY ::Y =4(T0))
6= σY ::Y =4(σY ::pos(Y )=1(T0))

The left hand side contains the subtuple << Y :: 4 >>
,<< Z :: 5 >>, whereas the L(Y,Z)-collection of the right
hand side is empty. The reason is again that the condition
Y::Y=4 selects in the fix level of the position selecting
condition Y::pos(Y)=1.

(c) σY ::Z=3(σX::L(Z)[−1]=5(T0))
6= σX::L(Z)[−1]=5(σY ::Z=3(T0))

Here, we have again a position selecting and a content
selecting condition. L(Z)[-1] describes the Z-component
of the last element of the list L(Y,Z). The result of the left
hand side contains an inner singleton and the result of the
right hand side is empty. Here, X::L(Z)[-1]=5 refers to
(X,L(Y,Z)) and has the fix level (Y,Z).

(d) σX::Y =2(T0) 6= T0 except σX::not(Y =2)(T0)
Here, except is the set difference. The left hand side is T0
and the right hand side the empty set of type M(X,L(Y,Z)).
This rule is not of importance for OttoQL, because our set
theoretical operations like except are defined only for flat
tabments.

To work with optimization rules we need precise defini-
tions. We want to illustrate the level of a DTD by examples
of Table 3:
level(H, dtd1) = H
level(A, dtd1) = A?, B1,M(C, D)
level(C, dtd1) = (C, D)
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NAME SCHEME=type(NAME)
TABMENT L(A?,B1,M(C,D))

A TEXT
B1 TEXT
C E,F
D M(H)
E TEXT
F M(G)
G BIGINT
H TEXT
J TEXT

Table 3: A DTD dtd1

level(F, dtd1) = (C, D)
level(C/F, dtd1) = (C, D)
level(C//G, dtd1) = G
level(TEXT, dtd1)=(A?, B1, M(C, D))
level(M(C), dtd1) = A?, B1, M(C, D)
level(M(D)[1], dtd1) = A?, B1, M(C, D)
A condition sname1::cond1 is called simple if cond1 is a
well defined Boolean valued expression and if it contains
no positional attribute and each slashed name is of elemen-
tary type (TEXT, ... ) and each deepest slashed name from
cond1 is at the same level as sname1. In this case, the con-
dition ”contains” no (implicit) existential quantifier.
A condition is called relational if it is of type sname1:
cond1 and sname1::cond1 is simple. A condition cond
without level specification is therefore always equivalent to
a relational condition if it contains only elementary slashed
names. Therefore, we will call it relational, too.
In the above given tabment T0 Y:Z=3 and X:X=1 are rela-
tional conditions, contrary to X:Y=4. Again, with respect
to T0, Y:Z=3 is an abbreviation of X::Z=3 followed by
Y::Z=3. A condition can have zero, one, or several fix lev-
els. The simple condition Y::Z=3 (consider tabment T0)
refers to level(Y) = level(Z) = (Y,Z) has no fix level. Gen-
erally, simple conditions have no fix levels. The ”quan-
tified” condition X::Y=4 refers to (X,L(Y,Z)) that means
it selects (X,L(Y,Z))-elements and has the fix level (Y,Z).
That means the truth value of the condition depends on the
L(Y,Z)-collection. If (Y,Z)-elements are eliminated by an-
other condition then the truth value for evaluating a level(X)
-element may change.
A scheme lev is a fix level of a condition sname1::cond1 if
one of the following cases is satisfied:

1. cond1 contains an attribute C(sname), or pos(sname)
with lev=level(sname), or att[i] where att is of collec-
tion type and lev=level(element-type(att)).

2. cond1 contains an attribute att such that lev is super-
ordinated to att (or at same level) and sname1 super-
ordinated to lev and lev is unequal to level(sname1).

3. cond1 contains a collection name attribute cn and cn
is of type C(lev).

We present some illustrating examples with respect to the
above DTD dtd1:

1. C:: M(G)=M[1; 2] has fix level (G), but not (C,D) (1)
2. C :: pos(G) < 40 has fix level (G), but not (C,D) (1)
3. C :: M(G)[3] = 2 has fix level (G), but not (C,D) (1)
4. A:: G=1 has fix the levels: (G) and (C,D), (2)

but not (A?,B1,M(C,D))
5. A::1 in M(G) has fix level (C,D) (att=M(G)) (2)

and (G), but not (A?,B1,M(C,D)) (1)

<< M( X, M(Y), M(Z))::
1 2 2

3 >>

Table 4: Tabment T1

<< M( W, M( X, Y), M( X, Z))::
1 1 1 1 1

2 2 >>

Table 5: Tabment T2

6. D = L[1; 2] has fix level H. (3)

The ”counter examples” presented after each of the
following conjectures are not real counter examples. They
are to demonstrate that we cannot omit corresponding
presuppositions.

Conjecture 1 (sel-sel1):
If sn1::c1 does not select in a fix level of sn2::c2 and
sn2::c2 does not select in a fix level of sn1::c1 then the
following holds:

σsn2::c2(σsn1::c1(tab)) = σsn1::c1(σsn2::c2(tab))
Counter example (e):
σZ::Z=3(σY ::Y inM(Z)(T1)) 6= σY ::Y inM(Z)(σZ::Z=3(T1))
The right and left hand sides are equal to the following
tabments, respectively:

<< M( X, M(Y), M(Z))::
1 2 3 >>

<< M( X, M(Y), M(Z))::
1 3 >>

Here, Z::Z=3 selects in a fix level (Z) of Y::Y in M(Z).

Conjecture 2 (sel–sel2):
If sn1:c1 and sn2:c2 are relational and all occurrences of
attributes from sn1, sn2, c1, and c2 are on one hierarchical
path then the following holds:

σsn2:c2(σsn1:c1(tab)) = σsn1:c1(σsn2:c2(tab))
Constructed counter example (f):

σY :Y =1(σX:X=2(T2)) 6= σX:X=2(σY :Y =1(T2))
The left hand side is the empty table and the right hand
side is:

<< M( W, M( X, Y), M( X, Z))::
1 2 2 >>

Non hierarchical path counter example of ordinary
type (g):

σZ:Z=4orY =4(σY :Y =2(T3))
6= σY :Y =2(σZ:Z=4orY =4(T3))

Here the left hand side is again empty and the right hand
side is equal to:

<< M( X, M(Y), M(Z))::
1 2 >>

Here, Z and Y are not on a hierarchical path and Z:Z=4 or
Y=4 is not relational. But, we remark that the following
equation holds, because both sides are empty.

σZ=4orY =4(σY =2(T3)) = σY =2(σZ=4orY =4(T3))

<< M( X, M( Y), M( Z))::
1 2 3

4 >>

Table 6: Tabment T3
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Conjecture 3 (sel–intersect):
If t is a set or bag and sn1::c1 and sn2::c2 refer to the
outmost level and sn1::c1 is not position selecting then the
following holds:
σsn2::c2(σsn1::c1(t)) = σsn1::c1(t)intersectσsn2::c2(t))

Conjecture 4 (sel–conjunction 1):
If the condition sn::c1 does not select in a fix level of sn::c2
and sn::c2 does not select in a fix level of sn::c1 then the
following holds:

σsn::c1andc2(tab) = σsn::c1(σsn::c2(tab))
Counter example (h1):

σY ::Y =2(σY ::4inL(Y )(T0))
6= σY ::4inL(Y )(σY ::Y =2(T0))
6= σY ::4inL(Y )andY =2(T0))

The first and third expression is equal to the first following
tabment and the second to the second following:

<< M( X, L( Y, Z))::
1 2 3>>

<< M( X, L( Y, Z))::
1 >>

Counter example (h2):
σX::Y =2(σX::Z=5(T0))
6= σX::Z=5(σX::Y =2(T0))
6= σX::Y =2andZ=5(T0)

The result of the first two expressions is T0 and the result
of the third is empty.

Conjecture 5 (sel–conjunction 2):
If sn:c1 and sn:c2 are relational and all occurrences of at-
tributes from sn, c1, and c2 are on one hierarchical path
then the following holds:

σsn:c1andc2(tab) = σsn:c1(σsn::c2(tab))

Conjecture 6 (sel–conjunction 3):
If sn::c1 is not position selecting and sn determines the out-
most level of a given set, bag, or list tab then the following
holds:

σsn::c1andc2(tab) in2 σsn::c1(σsn::c2(tab))
Here, in2 is the set (bag) (list) theoretic inclusion.
Counter example (inequality) (i):

σX::Y =2andZ=5(T0) 6= σX::Y =2(σX::Z=5(T0))
Here, the left hand side is the empty tabment and the right
hand side results in T0.

Conjecture 7 (absorb–sel):
If sn1::c1 is a simple condition and c2 contains only
slashed names as attributes and sn1::c1 refers to a fix level
of sn2::c2 then the following holds:

σsn2::c2(σsn1::c1(tab)) = σsn1::c1(σsn2::c1andc2(tab))
Counter example (absorb–sel) (j):

σX::4inM(Y )(σY ::Y =2(T0))
6= σY ::Y =2(σX::4inM(Y )andY =2(T0))

Here, the left hand side is empty and the right hand side
equal to the following tabment:

<< M( X, M( Y, Z))::
1 2 3 >>

Conjecture 8 (::-condition-to :-condition):
Assume sn1:c1 and sn2:c2 are relational conditions and
sn2 is deeper than sn1 then the following holds:

σsn2:c2(σsn1::c1(tab)) = σsn2:c2(σsn1:c1(tab))

7 A VERY SMALL OPTIMIZATION
EXAMPLE

One of the main principles of database optimization strate-
gies is to apply high selective conditions before less selec-
tive ones. Further, conditions, for which an index exist,
have to be realized firstly. We consider an application of
these rules for query optimization. Let T02 be a file of type
M(X,L(Y,Z)) for which TID’s exist. A promising (H2O-)
file concept is described in [Benecke, 2008]. Here, records
are small XML-files, which are addressed by TIDs. We
consider the query:

aus doc("T02.h2o")
mit Y:: Z=3
mit X:: Y=4

Here, the first condition Y :: Z = 3 cannot be supported by
a simple index, because the condition selects only subtuples
and not tuples. That means we have to access to all records,
if we want to realize this condition first. But, by absorb–sel
the query can be transformed to:

aus doc("T02.h2o")
mit X:: Y=4 and Z=3
mit Y:: Z=3

Now, this program can be optimized to the following one,
where the first two conditions could be supported by sim-
ple indexes and the corresponding address sets can be inter-
sected because of sel–intersect. A simple index for Y con-
tains for each Y-value only the TID’s of the records, which
contain this Y-value:

aus doc("T02.h2o")
mit X:: Y=4
mit X:: Z=3
mit X:: Y=4 and Z=3
mit Y:: Z = 3

8 Related work
XQuery [Boag et al., 2007] is a very powerful, well un-
derstood computer language for XML files and collections
of XML files. But, XQuery seems to be more complicated
than SQL. Therefore, we do not believe that in future the
number of XQuery users will exceed the number of SQL
users. We believe that OttoQL is more easy to use for
a broad class of queries than XQuery and even SQL. We
trace this back mainly to our simple syntax. Our semantic
is more complicated than the semantic of SQL.
In XAL [Frasincar et al., 2002] and most other languages
and algebras the select operation is in general commutative.
[Li et al., 2004] is an interesting article with similar aims
as ours. Here, it is tried to generalize XQuery in a way that
the user has not to know the structure (DTD) of the given
documents in detail. Or in other words that one query can
be applied to several XML documents of a similar struc-
ture. They use three queries and two DTD’s to illustrate
their theory. Here, the formulation of the second of three
queries of [Li et al., 2004] in OttoQL follows:

A: BIBLIOGRAPHY = BIB*
BIB = (YEAR, BOOK*, ARTICLE*)
BOOK = TITLE, AUTHOR*
ARTICLE = TITLE, AUTHOR*

B: BIBLIOGRAPHY = BIB*
BIB = (BOOK* | ARTICLE*)
BOOK = YEAR, TITLE, AUTHOR*
ARTICLE = YEAR, TITLE, AUTHOR*
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Query 2: Find additional authors of the publications, of
which Mary is an author.

aus doc("bib.xml")
mit TITLE::AUTHOR="Mary"
ohne AUTHOR::AUTHOR="Mary"
gib M(AUTHOR)

In [Li et al., 2004] a MCLAS (Meaningful Lowest Com-
mon Ancestor Structure) function is used to express these
queries. As in our examples, the formulation of these
queries does not require knowledge about the exact struc-
ture of the document and the tags BIBLIOGRAPHY, BIB,
BOOK, and ARTICLE are not needed, too. But in [Li et
al., 2004], contrary to our approach, these tags are needed
to find the ancestors.
In [Bast and Weber, 2007] IR goes one step into DB-
integration. Here, Bast and Weber start with an efficient
algorithm and data structure and then they develop a user
interface. In OttoQL we started to develop a user language,
example by example, and now we try to develop a theory
and an efficient implementation. The CompleteSearch En-
gine of [Bast and Weber, 2007] is a full text retrieval sys-
tem, which uses tags and the join. The system does not
support aggregations and does not allow restructuring. We
present the query: Which German chancellors had an audi-
ence with the pope?
german chancellor politician:
audience pope politician:

mit "german" and "chancellor"
gib M(politician)
intersect &&
{ mit "audience" and "pope"
gib M(politician)}

9 SUMMARY OF OttoQL
We summarize the interesting features of our model:

1. Our understanding of XML is based on independent,
abstract, generating operations for tuples, collections,
choice, elementary values, and tags. Therefore, we
could define and widely implement powerful and easy
to use operations. The use of these generating oper-
ations seems to be the reason that our OCAML pro-
grams for selection, stroke, ... are relatively short. So,
we think that short OCAML programs are good spec-
ifications of our operations.

2. The operation stroke (gib part) allows a restructuring
of arbitrary XML documents, where only the DTD of
the desired XML document is given. It is a procedu-
ral and axiomatic generalization of the restructuring
operation of [Abiteboul and Bidot, 1986]. Additional
to the restruct operation, stroke allows to realize ag-
gregations on arbitrary levels, simultaneously. A non-
first-normal-form predecessor version of stroke is de-
scribed in [Benecke, 1991]. One of the best examples
of OttoQL is query 1.1.9.4 Q4 of [D. Chamberlain et.
al. (ed.), 2007]. The presented XQuery query needs
more than 20 lines. With the help of OttoQL it can be
realized in the following way:

aus doc("bib.xml")
gib rs rs=M(r) r=author,L(title)

3. The select operation is very powerful, but nevertheless
syntactically easy to use. It is based on the ext opera-
tion. Therefore it can be widely applied also indepen-
dently from the given structure (DTD). This will be an

advantage, if we apply a select operation on a collec-
tion of XML documents of different types. Especially
tuple tags and collections tags are not necessary to for-
mulate corresponding selections.

4. Because of new optimization rules, as yet unproven,
new optimization strategies have to be developed.
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Abstract 

In diesem Papier wird ein System präsentiert, mit dem 
die Wikipediakollektion mittels XML Information Retrie-
val Techniken durchsucht werden kann, um relevante 
strukturierte Dokumente zu finden. Das System basiert 
dabei auf einer Distributed Hash Table (DHT), die über 
eine Menge teilnehmender Rechner verteilt ist. Die ein-
zelnen Rechner bilden somit ein strukturiertes Peer-to-
Peer (P2P) Netz, über das die zu durchsuchende Wikipe-
diakollektion im XML-Format und geeignete Indizes 
verteilt sind. Die Architektur des Systems als Verbund 
gleichberechtigter Teilnehmer (Peers), die durch Kombi-
nation ihrer Ressourcen (Speicher, Rechenpotential) ein 
leistungsstarkes System bilden, entspricht dabei der Idee 
hinter Wikipedia: die Ressourcen (das Wissen) der einzel-
nen Teilnehmer (Wikipedia-Autoren) zusammenzufügen, 
um der Gemeinschaft eine umfangreiche Digitale Biblio-
thek zur Verfügung zu stellen. Die Evaluierung des prä-
sentierten Systems zeigt, wie XML Information Retrieval 
Techniken dabei helfen können, geeignete Informationen 
aus der zugrundeliegenden DHT auszuwählen, um struk-
turierte Anfragen auf die Wikipediakollektion im Netz 
weiterzuleiten und eine Verbesserung der Suchqualität zu 
erzielen. 

1. Einleitung 

INEX, die INiative for the Evaluation of XML-
Retrieval, bietet eine Plattform zum Vergleich von Syste-
men, die Techniken des Information Retrievals (IR) auf 
XML-Dokumente anwenden [Trotman et al., 2009]. Es 
wird also in solchen Kollektionen gesucht, die mit der 
eXtensible Markup Language (XML) strukturiert sind 
[Bray et al., 2006]. Die Suchqualität in Bezug auf Präzisi-
on und Recall kann dabei gesteigert werden, indem man 
sich die Struktur der XML-Dokumente zunutze macht. 
Methoden, die dabei zum Einsatz kommen, sind bei-
spielsweise die unterschiedliche Gewichtung verschiede-
ner XML-Elemente, das Verwenden von Element- statt 
Dokumentstatistiken, das Retrieval von Passagen (z.B. 
verschachtelte XML-Elemente) statt ganzen Dokumenten 
oder die Einbeziehung von Strukturhinweisen des Benut-
zers durch Verwenden von content-and-structure (CAS)-
Anfragen [Luk et al., 2002; Amer-Yahia and Lalmas, 
2006]. Die Testkollektion, die aktuell bei INEX zur Eva-
luierung solcher Systeme verwendet wird, ist die Wikipe-
diakollektion, wobei die einzelnen Artikel im XML-
Format vorliegen [Denoyer and Gallinari, 2006].  

Herkömmliche XML-Retrieval Lösungen sind teilweise 
bereits sehr erfolgreich bei der Suche in dieser Kollektion. 
Es handelt sich jedoch durchgehend um zentralisierte 

Systeme, die auf einzelnen Rechnern laufen. Bisher hat 
noch keiner der evaluierten Ansätze Verteilungsaspekte 
berücksichtigt, z.B. um eine technisch sehr viel leistungs-
stärkere Suchmaschine durch Kombination der Ressour-
cen und Rechenleistung einer Menge von Rechnern zu 
nutzen [Winter et al., 2009].  

Das in diesem Papier vorgestellte System ist zum jetzi-
gen Zeitpunkt die erste XML-Suchmaschine für verteiltes 
Retrieval. Sie basiert auf einem strukturierten Peer-to-Peer 
(P2P) Netz, so dass sich ihr Potential aus der Summe einer 
Vielzahl teilnehmender, das System bildender Rechner 
ergibt.  

P2P-Systeme sind vielversprechende selbstorganisie-
rende Infrastrukturen, die seit einigen Jahren in zuneh-
mendem Maße als Alternative zu klassischen Client-
Server-Architekturen eingesetzt werden. Sie bestehen aus 
einer Menge autonomer Peers, die gleichberechtigt zu-
sammenarbeiten können. Ihr Potential liegt in der Fähig-
keit, selbstorganisierend ohne zentrale und somit ausfall-
gefährdete Kontrollinstanz auszukommen. Sie können 
daher einerseits die Grundlage eines robusten und fehler-
toleranten Systems bilden, das zu einer theoretisch unend-
lich großen Menge teilnehmender Rechner skalieren kann, 
so dass bei geschickter Verteilung von Daten und auszu-
führenden Prozessen eine unbegrenzt große Anzahl von 
Ressourcen genutzt werden kann. Eine klassische P2P-
Applikation ist der gemeinsame Dateiaustausch (Filesha-
ring). Durch den Zusammenschluss einer großen Anzahl 
von Peers zu einem Gesamtsystem entstehen Bibliotheken 
digitaler Dokumente in einem Umfang, wie sie singuläre 
Systeme nur schwer leisten können [Steinmetz and Wehr-
le, 2005].  

Zurzeit existiert Wikipedia im Internet 
(http://www.wikipedia.org) als Client-/Server-basierte 
Anwendung. Die Idee hinter Wikipedia besteht jedoch 
gerade in dem, was durch P2P-Systeme realisiert wird: 
Kombinieren einzelner Potentiale und Ressourcen (in 
diesem Fall das Wissen der einzelnen Wikipedia-
Autoren), um der Gemeinschaft ein leistungsstarkes Sys-
tem zur Verfügung zu stellen.  

Das vorliegende Papier präsentiert daher ein Suchsys-
tem für Wikipedia, das auf einem P2P-Netz basiert. Die 
Indizes zum Speichern von Postinglisten und Dokument-
statistiken sind dabei über eine Distributed Hash Table 
(DHT) [El-Ansary and Haridi, 2005] verteilt. Dies ermög-
licht effizienten Zugriff auf Objekte (Dokumente, Posting-
listen etc.) in log(n) Schritten, mit n =  Anzahl partizipie-
render Peers [Risson and Moors, 2004]. Das vorliegende 
Papier beschreibt somit ein System, das die Wikipediakol-
lektion mittels XML Information Retrieval (XML-
Retrieval) Techniken durchsuchen kann, wobei die Anfra-
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gebeantwortung mit Hilfe von über ein ganzes P2P
verteilten Informationen bewerkstelligt wird

2. Eine DHT-basierte Suchmaschine

Das propagierte System verwendet drei Indizes, die 
über eine DHT verteilt sind. Der Dokumentindex enthält 
die Dokumentstatistiken wie Termfrequenzen. Der El
mentindex speichert Statistiken über Elemente, 
analog zu Dokumenten als Ergebnis dienen können. Und 
der invertierte Index beinhaltet die Postinglisten aller 
Indexterme. Dabei wird je Term auch seine XML
gespeichert, so dass zu jedem Term eine ganze Reihe von 
Postinglisten verfügbar ist, nämlich je unterschiedlicher 
XML-Struktur eine eigene Liste. Dies ermöglicht beim 
Retrieval schnellen und effizienten Zugriff auf genau 
diejenigen Postings, die zu einer gewünschten Struktur 
passen. Die Kombination aus Indexterm und seiner XML
Struktur sei als XTerm bezeichnet. 

Alle drei Indizes sind über die Menge de
teilnehmenden Peers verteilt, wobei der jeweils für eine 
Informationseinheit zuständige Peer durch Anwendung 
einer Hashabbildung auf den Schlüssel der Information
einheit bestimmt wird. Für zu verteilende Postinglisten ist 
der entsprechende Schlüssel beispielsweise der Indexterm 
der Postingliste sowie dessen XML-Struktur. 

Lokalisiert werden die Daten dann über die DHT, die in 
Form eines auf Chord [Stoica et al., 2003]
P2P-Protokolls implementiert wurde, wobei das Protokoll 
an XML-Retrieval angepasst wurde. Diese Anpassung 
betrifft beispielsweise die Auswahl der Schlüssel, auf die 
die Hashabbildung angewandt wird: statt zufälliger Ve
teilung der Daten über das Netz werden
mationen zusammen auf dem gleichen Peer abgelegt, die 
in einer Anfrage mit einer gewissen Wahrscheinlichkeit 
zusammen benötigt werden. 

Die Beantwortung einer Anfrage besteht dann aus 
nachfolgend beschriebenen Routingschritten
Ranking selbst.  

Beim Routing, also der Weiterleitung der Anfrage zu 
passenden Peers, werden drei Schritte ausgeführt. 
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Beim Routing, also der Weiterleitung der Anfrage zu 
passenden Peers, werden drei Schritte ausgeführt.  

Die dabei anfallenden Nachrichten seien als Routin
Request-Nachrichten bezeichnet.

Zunächst muss die Anfrage an diejenigen Peers weite
geleitet werden, die für die Postingliste der einzelnen 
Anfrageterme zuständig sind. Dazu müssen die passenden 
Postinglisten im Netz lokalisiert werden. Mit DHT
basierten Methoden kann dies effizient in 
durchgeführt werden, indem eine Has
jeweiligen Anfrageterm angewandt und der für den somit 
errechneten Hashwert zuständige Peer
kup-Funktion der DHT).  

Im zweiten Schritt des Routings werden aus de
sierten Postinglisten eines Anfrageterms passende 
ings ausgewählt und mit den ausgewählten Postings der 
übrigen Anfrageterme abgeglichen, indem Teile der Pos
inglisten (z.B. die jeweils am höchsten gewichteten 500 
Postings) von Peer zu Peer geschickt werden. Es können 
hierbei aus Effizienzgründen nich
wählt werden, da das System ansonsten bei ansteigender 
Anzahl von Dokumenten und entsprechendem Anstieg der 
Postinglistenlängen nicht skaliert 
Übertragen kompletter Postinglisten zwischen den Peers 
zum Abgleichen der Postings wäre zu hoch. Es ist daher 
essentiell, dass geeignete Postings ausgewählt werden. 
Hier können XML-Retrieval Techniken helfen, wie später 
erläutert.  

Für die endgültig ausgewählten Postings müssen in e
nem dritten Schritt diejenigen Peers identifiziert und lok
lisiert werden, die die Statistiken der Dokumente und der 
Elemente speichern, die von den Postings referenziert 
werden. Diese Statistiken sind nicht direkt in den Postin
listen abgelegt, da zu jedem Dokument eine Vielzahl von 
Elementen gehört, deren Statistiken
jeder Postingliste eines Dokuments gespeichert werden 
sollen. Die Anfrage wird daher zu allen Peers weitergele
tet, die die entsprechenden Statistiken speichern. Im worst 
case, wenn alle Statistiken auf verschiedenen Peers abg
legt sind, fällt je ausgewähltem Posting eine Weiterleitung 
an, die als RankingRequest-Nachricht bezeichnet sei.

Beim Ranking der Dokumente und der Elemente we
den wiederum XML-Retrieval Techniken verwendet, die 
in diesem Papier jedoch nicht weiter Thema sind.
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der Postings wäre zu hoch. Es ist daher 
essentiell, dass geeignete Postings ausgewählt werden. 

Retrieval Techniken helfen, wie später 

Für die endgültig ausgewählten Postings müssen in ei-
nem dritten Schritt diejenigen Peers identifiziert und loka-

rt werden, die die Statistiken der Dokumente und der 
Elemente speichern, die von den Postings referenziert 
werden. Diese Statistiken sind nicht direkt in den Posting-
listen abgelegt, da zu jedem Dokument eine Vielzahl von 
Elementen gehört, deren Statistiken nicht redundant in 
jeder Postingliste eines Dokuments gespeichert werden 
sollen. Die Anfrage wird daher zu allen Peers weitergelei-
tet, die die entsprechenden Statistiken speichern. Im worst 
case, wenn alle Statistiken auf verschiedenen Peers abge-

, fällt je ausgewähltem Posting eine Weiterleitung 
Nachricht bezeichnet sei. 

Beim Ranking der Dokumente und der Elemente wer-
Retrieval Techniken verwendet, die 

in diesem Papier jedoch nicht weiter Thema sind. 
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Abbildung 1 stellt die Anfragebeantwortung einer ein-

fachen Single-Term-Anfrage q=(apple, \\p) dar, wobei q 
ein einzelner XTerm ist. Dabei werde q durch den anfra-
genden Peer p0 in einem System gestellt, das aus 11 Peers 
besteht. Diese seien auf einem Chord-Ring angeordnet, so 
dass effizientes Lookup von Informationen in log(n) mög-
lich ist [Stoica et al., 2003]. 

Gesucht wird dabei nach Absätzen (\\p steht für Parag-
raph) in Artikeln, deren Inhalt relevant zu dem Suchterm 
apple ist. Die Strukturangabe \\p wird dabei, analog zur 
inhaltsbasierten Suche mit IR-Methoden, als vager Hin-
weis des Benutzers gesehen, welche Strukturen von be-
sonderem Interesse sind. Als relevante Ergebnisse werden 
daher auch solche angesehen, deren Struktur nicht exakt 
mit der angegebenen übereinstimmt. 

Im Retrievalprozess wird q zunächst zu Peer p4 weiter-
geleitet, der dem Hashwert von apple zugeordnet ist und 
somit alle Postinglisten von XTermen speichert, die den 
Indexterm apple enthalten. Peer p4 wählt daher bei Ein-
treffen von q passende invertierte Listen aus, diese seien 
die für die XTerme (apple, \article\p) und (apple, 
\article\section), da eine starke Ähnlichkeit zwischen 
Absätzen (\p) und Sektionen (\section) angenommen wird. 
Aus den selektierten Postinglisten werden geeignete Post-
ings ausgewählt, indem die Gewichte der Postings mit der 
Ähnlichkeit zwischen dem Struktur des XTerms und dem 
Strukturhinweis der CAS-Anfrage q, nämlich \\p, multip-
liziert werden. Dies begünstigt alle Postings aus Listen 
von XTermen, deren Struktur ähnlich zu \\p ist. Im vorlie-
genden Fall werden die Postings mit Dokumentreferenzen 
auf dok1 und auf dok4 ausgewählt. Daraufhin wird die 
Anfrage weitergeleitet zu Peer p7 und p9, die die entspre-
chenden Dokument- und Elementstatistiken der ausge-
wählten Postings gespeichert haben. Beide Peers erhalten 
die Anfrage q, berechnen relevante Ergebnisse und senden 
diese zurück an den anfragenden Peer p0. Als Ergebnis 
wurden dabei auch Elemente aus den beiden ausgewählten 
Dokumenten errechnet. 

Somit umfasst die Liste der Ergebnisse sowohl das Do-
kument2 (dok2) als auch eine Sektion aus diesem Doku-
ment (dok2/section) sowie einen Absatz aus Dokument1 
(dok1/p). 

 

Untersucht wird im nächsten Abschnitt der Einsatz ver-
schiedener XML-Retrieval Techniken beim Routing von 
strukturierten Anfragen bei der Suche in der Wikipedia-
kollektion.  

Folgende Methoden kommen dabei beim Zugriff auf 
die DHT und der Auswahl der Postings aus den Posting-
listen der einzelnen Peers zum Tragen: 

• Alle Postings werden mit einer BM25E-Variante 
[Robertson et al., 2004] gewichtet, die an verteiltes 
XML-Retrieval angepasst wurde. Somit können un-
terschiedliche Elemente verschieden gewichtet wer-
den. 

• Bei der Auswahl der Postings wird die Struktur der 
Indexterme mit den Strukturhinweisen verglichen, 
die der Benutzer beim Stellen der Anfrage gegeben 
hat. Dies ist durch das Verwenden von CAS-
Anfragen möglich. Indexterme, deren Struktur eine 
Mindestähnlichkeit zur vom Benutzer gewünschten 
Struktur aufweist, werden mit einer Erhöhung ihres 
Gewichts belohnt. 

• Zur Bewertung fließen nicht nur Statistiken ein, die 
aus den durch Postings repräsentierten Dokumenten 
stammen, sondern auch Statistiken über die Elemen-
te der jeweiligen Dokumente. 

3. Evaluation 

Das vorgestellte System wurde im Rahmen von INEX 
evaluiert, dazu wurde die INEX-Testkollektion des ad-hoc 
Tracks verwendet, die 4.5 Gigabytes große Wikipediakol-
lektion, bestehend aus mehr als 650.000 XML-
Dokumenten [Denoyer and Gallinari, 2006]. Abbildung 2 
stellt die Suchqualität des Systems dar. Es sind dabei die 
gemessenen Werte für das offizielle INEX-Maß, die 
interpolierte Präzision im Recall-Bereich von 1% 
(iP[0.01]), angegeben. Verwendet wurden alle 80 Anfra-
gen von INEX 2008, benutzt wurde der focused Task. 

Für die Evaluierung wurde ein P2P-Netz beliebiger 
Größe simuliert, wobei der worst case modelliert wurde. 
Dazu wird angenommen, dass sich jede Postingliste eines 
Anfrageterms auf einem unterschiedlichen Peer befindet. 

 
Abbildung 2: Präzision bei unterschiedlicher Anzahl Routingnachrichten beim Baseline- und Advanced-Routing 
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Es muss also auf die maximale Anzahl unterschiedlicher 
Teile der DHT zugegriffen werden. 

Der gemessenen Präzision gegenübergestellt sind die 
Anzahl Nachrichten, die zu deren Erreichen jeweils not-
wendig war. Die Anzahl Nachrichten ergibt sich durch die 
Anzahl der Peers, die für das Ranking der ausgewählten 
Postings kontaktiert werden müssen. 

Zwei Suchläufe wurden miteinander verglichen, denen 
unterschiedliche Routingstrategien zugrundeliegen. Beim 
Baseline-Routing (schwarze Linie) wurden keine speziel-
len XML-Retrieval Methoden beim Routing der Anfrage 
und der notwendigen Auswahl von Postings verwendet.  

Beim Advanced-Routing (weiße Linie) wurden die im 
vorigen Abschnitt propagierten XML-Retrieval Techniken 
verwendet, um beim Routing Postings von den verschie-
denen Peers auszuwählen.  

Zu sehen ist, dass bis zu einer Anzahl von 1.000 Nach-
richten das Advanced-Routing eine höhere Präzision er-
reicht; bis 500 Nachrichten ist die Differenz dabei signifi-
kant (T-Test). Ab 1000 Nachrichten lässt sich beim Base-
line-Routing keine Präzisionsverbesserung mehr errei-
chen, die Präzision bleibt bei 65% mit geringen Schwan-
kungen. Das Advanced-Routing erreicht bei 500 Nach-
richten den Höhepunkt von 66,9% Präzision, danach fällt 
sie leicht und wie das Baseline-Routing bei ca. 65%. 

XML-Retrieval Techniken, beim Routing auf die Wiki-
pediakollektion und die angegebene Anfragemenge ange-
wandt, helfen im Bereich bis 500 bzw. 1000 Nachricht 
also dabei, die Suchqualität zu erhöhen. Umgekehrt kann 
durch ihren Einsatz zusätzlich zur Effektivität auch die 
Effizienz gesteigert werden: Während beim Baseline-
Routing mehr als 150 Nachrichten notwendig sind, um 
eine Präzision von 61% zu erzielen, sind beim Advanced-
Routing für den gleichen Präzisionswert lediglich 20 
Nachrichten nötig. 

Weiterhin ist festzustellen, dass für die Wikipediakol-
lektion und die INEX-Anfragen von 2008 für das be-
schriebene System, unabhängig vom Routingverfahren, 
500 Nachrichten ausreichen, um eine ausreichend hohe 
Präzision zu erzielen. Es lässt sich keine Verbesserung der 
Suchqualität durch Hinzunahme weiterer Nachrichten 
erzielen. 

Die erzielte Suchqualität liegt außerdem im Vergleich 
zu anderen XML-Retrieval Lösungen im oberen Bereich 
der INEX 2008 Evaluierung. Das beste System (focused 
Task, ad-hoc Track) erzielte in 2008 eine Präzision von 
69%. 

4. Zusammenfassung 

In diesem Papier wurde eine XML-Suchmaschine vor-
gestellt, in der Methoden des verteilten XML-Retrievals 
implementiert sind. Sie basiert auf einem strukturierten 
P2P-Netz. Die Indizes für das Speichern von Dokument- 
und Elementstatistiken sowie der invertierte Index für 
Postinglisten sind dabei über eine DHT verteilt. Die Eva-
luierung der Suchmaschine wurde mittels der Wikipedia-
kollektion vorgenommen, die als Testkollektion von 
INEX fungiert und im XML-Format vorliegt. Dabei konn-
te gezeigt werden, dass durch Einsatz von XML-Retrieval 
Techniken die Suchqualität und die Effizienz beim Rou-
ting der Anfragen in der DHT verbessert werden kann. 
Die durchgeführte Evaluierung bezieht sich auf die INEX 
2008 Wikipediakollektion. Kürzlich wurde eine neue 
Version von Wikipedia herausgegeben, die zukünftig zur 
Evaluierung bei INEX verwendet werden wird. Diese 

neue Kollektion umfasst 2.666.190 XML-Artikel (50,7 
GB) und verfügt über sehr viel semantischere Element-
namen als die Version von 2006. Es wird daher interes-
sant sein zu sehen, wie sich diese neue Wikipediakollekti-
on mit dem hier vorgestellten System durchsuchen lässt. 
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Probleme und Potenziale bei der Eyetracker-gestützten Evaluierung
von interaktivem Retrieval
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Abstract
Um effektives interaktives Retrieval zu errei-
chen, müssen die Bedienungsoberflächen sol-
cher Systeme in Benutzerevaluationen untersucht
werden, wobei das Untersuchungsdesign zu
möglichst differenzierten und aussagekräftigen
Ergebnissen führen sollte. In diesem Beitrag wird
die Evaluierung einer Benutzeroberfläche einer
digitalen Bibliothek vorgestellt, wobei zudem ei-
ne neue Visualisierungskomponente einbezogen
wurde. Wir stellen die Untersuchungsmethodik
vor und beschreiben die bei der Durchführung
und Auswertung aufgetretenen Probleme. Trotz
der ausreichenden Stichprobengröße von 20 Pro-
banden ergaben sich kaum signifikante Unter-
schiede, doch konnten einige qualitative Aussa-
gen abgeleitet und Folgerungen für zukünftige
Untersuchungen dieser Art gezogen werden.

1 Einleitung
Die Benutzerschnittstelle einer Digitalen Bibliothek hat
einen großen Einfluss auf den Erfolg einer Suche in der
Kollektion. Daher ist es sinnvoll, Benutzerschnittstellen
und ihre Komponenten Evaluationen zu unterziehen, um
Probleme in der Interaktion zu finden oder auch ihren Bei-
trag zum Sucherfolg zu ermitteln. Ein oft untersuchtes Pro-
blem ist die explorative Suche, bei der das Ziel der Suche
unbekannt und die Unsicherheit bei der Suche hoch ist und
bei der der Suchende teilweise zahlreiche Wege beschreiten
muss, um fündig zu werden.

Kollektionen mit semi-strukturierten Dokumenten
ermöglichen dabei Suchpfade, die über die unstrukturierter
Dokumente hinausgehen. Sie besitzen neben dem Volltext
noch Meta-Informationen, von denen einige Beziehungen
zwischen Dokumenten herstellen, die bei der Suche
genutzt werden können. Die Nutzung gestaltet sich in
herkömmlichen Retrieval-Systemen aber schwierig, da die
Interfaces keine direkte Unterstützung dafür anbieten.

DAFFODIL ist eine Metasuchmaschine für Digitale Bi-
bliotheken, die mit semi-strukturierten Dokumenten arbei-
tet und, neben der Verteilung der Suchanfragen auf meh-
rere DLs, reichhaltige Werkzeuge zur strategischen Un-
terstützung anbietet (siehe [Klas, 2007]). Dadurch ist DAF-
FODIL einerseits ein sehr mächtiges Tool für die Literatur-
suche; andererseits ist DAFFODIL aber auch komplex und
kann für Anfänger unübersichtlich sein.

Um die Beziehungen zwischen Dokument-Attributen zu
visualisieren, wurde daher im Rahmen einer Projektgruppe
der Universität Duisburg-Essen (siehe [Erlinghagen et al.,

2008]) und einer Diplomarbeit (siehe [Tarassenko, 2008])
die Visualisierung ”VisAtt“ als Werkzeug im DAFFODIL-
Framework entwickelt. Nach Eingabe einer Suchanfrage
und Eintreffen der Ergebnisliste visualisiert VisAtt be-
stimmte Attribute (z.B. Co-Autoren-Beziehungen) in ei-
nem Werkzeug neben der Ergebnisliste. Die Hoffnung
beim Entwurf der Visualisierung war, dass bestimmte Fra-
gestellungen, die im Lauf einer explorativen Suche auftre-
ten können, leichter in der Visualisierung beantwortet wer-
den können als mit den vorhandenen Werkzeugen.

Die tatsächliche Wirksamkeit der Visualisierung wur-
de in einer zweiten Projektgruppe, auch mit Hilfe eines
Eyetrackers, evaluiert. Ziele dabei waren sowohl Aussagen
über die Effektivität der Visualisierung als auch das Identi-
fizieren von Schwierigkeiten bei der Eyetracker-gestützten
Evaluation solcher Visualisierungen. Die in dieser Studie
gewonnenen Ergebnisse bilden zugleich die wesentliche
Grundlage dieses Papers.

Mittlerweile gibt es eine Reihe von Eyetracker-gestütz-
ten Evaluationen von IR-Systemen, z.B. die Studien von
Granka et al. und Guan und Cutrell (siehe [Granka et
al., 2004] bzw. [Guan and Cutrell, 2007]), die sich je-
doch häufig auf die Betrachtung linearer Ergebnislisten be-
schränken. Daher liegt der Schwerpunkt dieser Arbeit in
der Erprobung von Untersuchungstechniken komplexer Vi-
sualisierungen; die Ergebnisse der Evaluation selbst sollen
nur eine untergeordnete Rolle spielen.

Im Rahmen dieser Arbeit werden wir kurz die Visua-
lisierung ”VisAtt“ vorstellen, das Studiendesign beschrei-
ben, die Ergebnisse der Evaluierung diskutieren und ab-
schließend interessante Probleme erörtern, die im Laufe der
Durchführung der Studie aufgetreten sind.

2 VisAtt
Die Visualisierung ”VisAtt“ ist graphorientiert. Sie visuali-
siert Attribute als Knoten des Graphen und Beziehungen
als Kanten zwischen den Knoten. Die Vielfachheit einer
Beziehung (z.B. die Häufigkeit, mit der zwei Autoren ge-
meinsam Papers der Ergebnisliste verfasst haben) wird in
der Dicke einer Kante wiedergegeben. Die Graphen wer-
den initial geordnet, die Knoten können aber vom Benutzer
verschoben werden.

In Abbildung 1 ist ein DAFFODIL-Frontend mit VisAtt
zu sehen. Im linken Bereich befindet sich das Suchwerk-
zeug, mit dem der Benutzer seine Suche durchführt und in
dem er die Ergebnisliste betrachten kann. Rechts neben der
Ergebnisliste befindet sich VisAtt, das in dieser Ansicht die
Koautoren-Beziehung der Autoren der Ergebnisliste visua-
lisiert. Neben der Graphen-Visualisierung ist das Attribut-
werkzeug von VisAtt untergebracht, in dem die Attribute
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Abbildung 1: Screenshot von DAFFODIL mit VisAtt

der Ergebnisliste in Listenform angeordnet sind – hier sor-
tiert nach Vorkommenshäufigkeit.

VisAtt erzeugt seine Graphen allein aus den Ergebnis-
sen der jeweils letzten Suche. In Abbildung 2 ist dies
beispielhaft für die Autoren-Netzwerk-Visualisierung von
VisAtt gezeigt, die nach einer Suche nach ”information
retrieval“ im Titel-Feld berechnet wurde. Die Knoten des
Graphen entsprechen Autoren und die Kanten entsprechen
Koautoren-Beziehungen. Die Stärke der Kanten visualisiert
die Anzahl der gemeinsamen Veröffentlichungen.

Unter dem Graphen sind einige Einstellungs-Elemente
zu sehen; mit ihnen können Cut-Offs für die Kanten-
Vielfachheit eingestellt werden (z.B. ”zeige nur Kanten mit
mehr als 5 Nennungen“). Weitere Buttons ermöglichen das
Umschalten in andere Visualisierungs-Modi. Mithilfe die-
ser Modi sollte es einfacher sein, herauszufinden, wer zen-
trale Autoren in einem Themenfeld sind, welche Terme
häufig und zusammen mit welchen anderen Termen vor-
kommen, aber auch welche Autoren häufig mit welchen
Termen assoziiert sind oder welche Dokumente von wel-
chen Dokumenten zitiert werden.

3 Evaluationen mittels Eyetrackern
Eyetracker bestimmen anhand von Fernmessungen der
Pupillen-Ausrichtung die Fixationspunkte eines Benutzers
auf einem Objekt – in unserem Fall ein Monitor, auf dem
die grafische Benutzeroberfläche von DAFFODIL gezeigt
wurde. Die Daten, die ein Eyetracker liefert, sind (verein-
facht) Fixationskoordinaten, die jeweilige Verweildauer auf
dieser Koordinate und Zeitstempel. Anhand dieser Daten
lassen sich sowohl quantitative als auch qualitative Unter-
suchungen durchführen. Eine gute Einführung in das The-
ma bietet Bente in [Bente, 2004].

Für quantitative Untersuchungen werden i.d.R. in der
Auswertungssoftware anhand von Screencaptures Bild-
schirmregionen (”Area of Interest“ oder AOI) festgelegt.
Fixationen innerhalb dieser AOIs werden dann zu einer
Gruppe zusammengefasst, um alle Fixationen innerhalb
dieses Bereichs gleich zu behandeln. Es ist z.B. möglich,
den Bereich, an dem ein Button dargestellt wird, als AOI
zu definieren, um dann alle Fixationen auf diesem Button,
unabhängig von der Position innerhalb des Buttons, gesam-
melt zu betrachten.

Qualitative Untersuchungen werden durch andere Aus-
wertungsmethoden unterstützt; eine davon ist die Be-

Abbildung 2: Screenshot von VisAtt im Autoren-
Netzwerk-Modus

obachtung des Videoprotokolls der Bildschirminteraktion
mit den überlagerten Fixationsdaten. Dazu wird während
des Experiments ein Video-Screencapture durchgeführt, in
dem auch der Mousepointer mit einbezogen wird, und beim
Abspielen werden die Fixationen als Punkte auf diesem
Film visualisiert. Dadurch lässt sich nachvollziehen, wie
der Blickverlauf des Benutzers während des Versuchs war.

4 Studiendesign
Drei Fragen standen bei der Betrachtung von VisAtt im
Vordergrund:

1. Hilft VisAtt tatsächlich bei der Literatursuche?

2. Wie hilfreich ist ein Tutorial für die Nutzung der
Funktionen von VisAtt?

3. Unterstützt VisAtt bei Known-Item-Suche und bei ex-
plorativer Suche?

Zur Untersuchung dieser Fragen wurde die traditionel-
le userorientierte Evaluierung mit dem Einsatz eines Eye-
trackers kombiniert, um nähere Aufschlüsse über Probleme
der Visualisierung zu erhalten.

Um mit einer definierten Dokumentmenge arbei-
ten zu können, wurde ein DAFFODIL-Client auf die
Arbeitsgruppen-eigene BibTeX-Literatur-Datenbank ein-
geschränkt, die zum Zeitpunkt der Untersuchung 4330 Do-
kumente umfasste.

Der Begriff der ”Hilfe“ bzw. ”Unterstützung“ wurde
in diesem Zusammenhang als positive Beeinflussung von
Suchzeit, Sucherfolg, Suchbegriffen und Übersichtsgefühl
definiert. Der Sucherfolg wurde gemessen, indem vor
Durchführung der Experimente die in der Dokumentkol-
lektion vorhandenen relevanten Dokumente identifiziert
und die Ergebnisse der Teilnehmer mit diesen Ergebnissen
verglichen wurden.

Als Suchaufgaben wurden zwei Aufgaben zur Known-
Item-Suche sowie zwei explorative Suchaufgaben gewählt.

Die Known-Item-Suchen betrafen das Auffinden eines
bestimmten Artikels von Nick Belkin über ”information
seeking“ (im Folgenden ”K1“ genannt) und eines Artikels
von Norbert Fuhr und Sascha Kriewel über ”query for-
mulation“ (K2). Die erste explorative Aufgabe beinhalte-
te das Finden führender Autoren im Bereich kollaborati-
ver Ansätze (E1). Die zweite Aufgabe zur explorativen Su-
che hatte zum Inhalt, das Hauptthema gemeinsamer Arti-
kel von Norbert Fuhr und Claus-Peter Klas zu finden (E2).
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Variable Median Modus
Erfahrung Suchmaschinen 5 4
Häufigkeit Suchmaschinen 7 7

Erfahrung Digitale Bibliotheken 3 1
Häufigkeit Digitale Bibliotheken 3 3

Deutschkenntnisse 6, 5 7
Englischkenntnisse 5 5

Tabelle 1: Statistische Angaben der Teilnehmer

Zusätzlich sollten die Teilnehmer eine Reihe mit Interface-
bezogenen kleinschrittigen Aufgaben bearbeiten. Aufga-
ben dieses Fragebogens waren z.B. ”Wechseln Sie in die
Schlüsselwortansicht“ und ”Nennen Sie eine Jahreszahl, in
der verhältnismäßig viele Dokumente gefunden wurden“.
Abschießend sollten die Teilnehmer einen Fragebogen mit
Zufriedenheitsmetriken ausfüllen.

Randomisiert wurde die Reihenfolge der Aufgaben und
die Zuordnung, welche beiden Aufgaben mit VisAtt zu be-
arbeiten waren. Um zu prüfen, welchen Einfluss ein Tuto-
rial auf den Erfolg der Suche hat, wurde einer Hälfte der
Teilnehmer eine papierbasierte Einführung in VisAtt zur
Verfügung gestellt, die sie vor Beginn des Experiments le-
sen sollten.

Aus den fünf Aufgaben und den zwei Werten der
Tutorial-Variablen ergaben sich 10 Gruppen, die mit je
zwei Teilnehmern besetzt wurden. Daraus ergaben sich ins-
gesamt 20 Experimente.

Der Versuchsablauf begann mit einer kurzen Einführung
in die Untersuchung, die den Zusammenhang und das all-
gemeine Setting darstellte, aber nicht preisgab, was der Un-
tersuchungsgegenstand war. Die Teilnehmer wurden auch
darauf hingewiesen, dass sie die Teilnahme jederzeit oh-
ne Angabe von Gründen abbrechen konnten. Danach wur-
de den Teilnehmern gruppenabhängig das Tutorial aus-
gehändigt. An diese Einführung schlossen sich die fünf
Aufgaben an; der Fragebogen mit statistischen Fragen wur-
de den Teilnehmern abschließend vorgelegt.

Während des Experiments arbeiteten die Teilnehmer
i.d.R. selbständig. Die einzigen Eingriffe des Versuchslei-
ters waren Fehlerbehebung in der Applikation, um Soft-
warekorrektheit zu simulieren, sowie standardisierte Ein-
griffe zwecks Vorbereitung einzelner Aufgaben. So mußte
z.B. zu Beginn einer Suche, die mit VisAtt durchgeführt
werden sollte, dem Teilnehmer eine andere Version des
DAFFODIL-Clients zugänglich gemacht werden.

An den Experimenten nahmen 10 weibliche und 10
männliche Versuchspersonen teil, 90% von ihnen aus
der Altersspanne 20–30 Jahre. Der größte Teil be-
stand aus Studenten aus den Fachrichtungen Informatik,
Kommunikations- und Medienwissenschaften, Bauwesen
und Psychologie. Einige statistische Angaben aus Likert-
Skalen (1–7 Punkte, 7 ist stärkste Ausprägung) sind in Ta-
belle 1 zusammengefasst.

5 Ergebnisse
5.1 Unterstützung der Suche
In Tabelle 2 sind die Suchzeiten für die Aufgaben zusam-
mengefasst; die Zeilen mit Suffix ” Vis“ enthalten die Zei-
ten für die Versuche, in denen VisAtt verwendet wurde. Die
Gruppen-Unterschiede sind mit p-Werten oberhalb von 0,2
jeweils nicht signifikant. Ursächlich dafür, dass ein even-
tuell vorhandener Unterschied nicht mit ausreichender Si-
cherheit festgestellt werden konnte, ist evtl. das Auftreten

Aufgabe # Probanden Mittelwert Median
K1 Vis 10 150,90 122,00
K1 10 113,90 100,50
K2 Vis 10 185,20 149,00
K2 10 135,20 129,50
E1 Vis 10 162,90 118,00
E1 10 156,80 172,50
E2 Vis 10 272,80 275,50
E2 10 241,40 200,50

Tabelle 2: Die Bearbeitungszeit (in Sekunden) der einzel-
nen Aufgaben

Aufgabe # Probanden Mittelwert Median
K1 Vis 10 1,80 2,00
K1 10 2,00 2,00
K2 Vis 10 1,60 2,00
K2 10 1,80 2,00
E1 Vis 10 0,70 0,00
E1 10 0,60 0,00
E2 Vis 10 0,80 0,00
E2 10 1,40 2,00

Tabelle 3: Die Punkteverteilung der einzelnen Aufgaben

von Softwarefehlern, die bei Verwendung von VisAtt die
gemessenen Zeiten verfälscht haben.

Um den Sucherfolg zu messen, wurden den Ergebnis-
sen bei vollständig richtiger Lösung 2 Punkte, bei teilweise
richtiger Lösung 1 Punkt und bei falscher Lösung 0 Punkte
zugeordnet. Die Ergebnisse sind in Tabelle 3 zusammen-
gefasst. Ein Mann-Whitney-U-Test zeigt, dass die Unter-
schiede nicht signifikant sind.

Die Suchbegriffe wurden von einigen Teilnehmern an-
hand von Begriffen aus der Visualisierung geändert. Das
kann als Hinweis darauf gewertet werden, dass die Visua-
lisierung u.U. dazu beiträgt, die Suche in neue Richtungen
zu leiten, was bei festgefahrenen explorativen Settings hilf-
reich sein kann.

Ein interessanter quantitativer Zusammenhang konnte
zwischen der Erfahrung im Umgang mit digitalen Bi-
bliotheken und der Fixierung von Punkten außerhalb von
VisAtt gefunden werden: der Korrelationskoeffizient nach
Spearman hierbei war −0, 505 mit einem p = 0, 023 –
d.h. je mehr Erfahrung ein Benutzer hat, desto weniger Zeit
verbringt er außerhalb der Visualisierung (bzw. desto mehr
Zeit verbringt er innerhalb). Dies könnte ein Hinweis dar-
auf sein, dass die Interpretation der Visualisierung unerfah-
rene Benutzer kognitiv tendenziell belastet und erfahrene
Benutzer eher bereit sind, sich der Interpretation von VisAtt
zu stellen.

Bei der Known-Item-Suche konnte kein Vorteil der
VisAtt-Gruppe gegenüber der Kontrollgruppe gefunden
werden; VisAtt wurde hier tendenziell weniger beachtet
und brachte dort, wo es verwendet wurde, keinen Vorteil.
In Abbildung 3 sieht man eine typische Heatmap für die-
sen Aufgabentyp.

Neben diesen quantitativen Ergebnissen wurde in mehre-
ren Versuchen beobachtet, dass Teilnehmer den Versuchs-
leiter gebeten haben, eine Aufgabe, die zur Bearbeitung
ohne VisAtt vorgesehen war, mit VisAtt durchführen zu
dürfen. Das ist ein Hinweis, dass VisAtt benutzerorientier-
te Qualitäten hat, die ggf. bei einem Nachfolgeversuch ge-
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Abbildung 3: charakteristische Heatmap für die Known-
Item-Suche

nauer bestimmt werden können. Einen ersten Ansatz dazu
bietet die Frage im Abschlussfragebogen nach der subjekti-
ven Beurteilung von VisAtt, die von vielen Teilnehmern im
oberen Bereich beantwortet wurde (Median ist 5 auf einer
Skala von 1 bis 7).

5.2 Rolle des Tutorials für die Sucherfolge
Die Frage, ob ein Tutorial den Teilnehmern hilft, mit VisAtt
bessere Ergebnisse zu erzielen, wurde anhand eines Punk-
tesystems für die Suchergebnisse untersucht. Der Vergleich
der Punktzahlen zwischen den Gruppen ohne und mit Tuto-
rial zeigte, dass Teilnehmer ohne Tutorial weniger als zwei
Drittel der Punkte der Tutorial-Gruppe erreichten. Die 5-%-
Signifikanz ist hier mit p = 0, 058 mittels Mann-Whitney-
U knapp nicht gegeben; eine weitere Untersuchung mit ei-
ner größeren Stichprobe sollte hier Aufschluss geben.

Nicht-signifikante Unterschiede zwischen beiden Grup-
pen gab es auch bei den Ergebnissen der UI-Fragen; hier
erreichte die Kontrollgruppe 58% der Punkte der Tutorial-
Gruppe mit einem p nach Mann-Whitney-U von 0, 067.

In den Maßen Bearbeitungsdauer der UI-Aufgabe und
Gesamtbearbeitungsdauer ließen sich ebenfalls keine si-
gnifikanten Unterschiede feststellen. Insgesamt war es al-
so nicht möglich zu zeigen, dass die Unterschiede in den
Variablen auf das Tutorial zurückzuführen sind.

5.3 Eigenschaften der Visualisierung
Bei der qualitativen Analyse wurde festgestellt, dass häufig
der größte Begriff in VisAtt zuerst fixiert wurde und danach
erst der jeweilige Begriff in der Mitte.

Interessant ist, dass bei der Kontrollgruppe ohne Tutorial
sehr häufig Blickbewegungen zwischen der Ergebnismen-
ge und VisAtt zu beobachten waren. Dies ist beispielhaft in
Abbildung 4 verdeutlicht. Eine mögliche Erklärung dafür
ist, dass die Teilnehmer versucht haben, aus dem Vergleich
beider Visualisierungen zu schließen, wie die in VisAtt dar-
gestellten Terme zu interpretieren sind. Auch hier standen
die von der Schrift her größten Begriffe im Vordergrund der
Betrachtung des Benutzers.

5.4 Diskussion
Zusammenfassend lässt sich sagen, dass in dieser Untersu-
chung ein eventueller Unterschied zwischen der Suchper-
formance von Benutzern mit und ohne VisAtt nicht aus-
reichend sicher gezeigt werden konnte. Möglicherweise ist

Abbildung 4: Abgleich der Inhalte zwischen Visualisierung
und Ergebnismenge

dieser Unterschied vorhanden, aber sehr gering; in diesem
Fall stellt sich die Frage, ob die Kosten des Einsatzes dieser
Visualisierung (Implementierung, Schulung, Aufmerksam-
keit, Arbeitszeit des Benutzers) die Verbesserungen in der
Suchperformance aufwiegen.

6 Schwierigkeiten und Ansätze zur
Verbesserung des Verfahrens

6.1 Eyetracking
Eine Schwierigkeit, die in der Studie auftrat, war die au-
tomatisierte Auswertung der Fixations-Daten. Der Eye-
tracker ist ein prinzipiell vom zu beobachtenden System
(Mensch an Computer mit IIR-Programm) getrenntes Sy-
stem und liefert nur Zeitstempel und Koordinaten, sowie
weitere Daten über die Blickbewegung. Anhand dieser Da-
ten ist nicht direkt erkennbar, welcher (logische) Teil des
Bildschirms vom Teilnehmer fixiert wurde – es ist nicht
einmal direkt ablesbar, ob die Fixation im Fenster des IIR-
Programms lag oder nicht. Um dieses Problem zu lösen,
arbeitet man, wie oben bereits dargestellt, mit AOIs.

Diese Methode hat die Vorteile, dass sie relativ we-
nig Arbeitsaufwand für die Definition der AOIs erfordert
und die untersuchte Benutzerschnittstelle bzw. dessen Pro-
gramm als black box behandelt. Der Nachteil ist aber, dass
manuelle Tätigkeiten notwendig sind, die ggf. zu Auswer-
tungsfehlern führen können, wenn AOIs nicht exakt defi-
niert sind. Das weitaus größte Problem aber besteht, wenn
die vom Benutzer betrachtete Schnittstelle irgendwie ge-
arteten Änderungen unterliegt. Bei Web-orientierten Un-
tersuchungen ist bereits das Scrollen innerhalb einer Sei-
te schwierig zu behandeln. In unserer Untersuchung gab es
zwei unterschiedliche Probleme dieser Art. Das erste be-
trifft Änderungen der Werkzeuge in DAFFODIL: an der-
selben Stelle, an der VisAtt angezeigt wurde, wurde auch
die Detail-Ansicht von Dokumenten in der Ergebnisliste
positioniert. Somit ist es alleine anhand von vordefinierten
AOIs nicht möglich zwischen Fixationen auf der Detailan-
sicht und solchen auf VisAtt zu unterscheiden. Ähnliche
Unschärfen sind aufgrund der variablen Benutzerschnitt-
stelle von DAFFODIL bei prinzipiell allen Werkzeug-
Kombinationen denkbar.

Ein weiterer Nachteil dieser Methode ist, dass die AOIs
beweglichen Elementen nicht folgen können. Speziell bei
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der sehr dynamischen Benutzerschnittstelle von VisAtt ist
es mit dem herkömmlichen Verfahren nur unter hohem
zeitlichen Aufwand möglich, Fixationen auf einzelnen La-
bels der Visualisierung zu messen.

Um diese Probleme zu umgehen, scheint es aussichts-
reich, das zu prüfende Programm so zu ändern, dass au-
tomatisch bei Änderungen an der GUI Protokoll über die
Grenzen der angezeigten Objekte geführt wird. So könnte
z.B. ein Tool, das in den Vordergrund gebracht wird,
auslösen, dass die Information über die Grenzen der sicht-
baren Flächen der Tools zusammen mit einem Zeitstem-
pel in ein Protokoll geschrieben wird. Dieses Protokoll
kann dann mit dem Fixations-Protokoll abgeglichen wer-
den. Ähnliches könnte bei Manipulationen in der Visuali-
sierung erfolgen, womit es dann auch möglich wäre, dyna-
mische Blickbewegungen auf ein einzelnes, durch den Be-
nutzer bewegtes UI-Element, zu verfolgen. Dieser Ansatz
wird von uns in einer Nachfolgeversion von DAFFODIL
evaluiert werden.

Ein weiteres Problem ist die Vergleichbarkeit der Fixati-
onsdaten zwischen verschiedenen Probanden und/oder Si-
tuationen. Um Fragestellungen auf niedriger Ebene bes-
ser bearbeiten zu können, scheint es sinnvoll, interessante
Situationen zu standardisieren und nicht dem Zufall bzw.
der Suchkompetenz der Probanden zu überlassen. Als Bei-
spiel sei hier die Frage genannt, ob innerhalb der Visuali-
sierung das mittlere oder das größte Objekt bevorzugt fi-
xiert wird. Diese Frage kann sogar mithilfe von Screens-
hots bearbeitet werden, die eine bessere automatisierbare
Vergleichbarkeit bieten, als das bei eher zufällig entstan-
denen Visualisierungs-Konfigurationen der Fall ist. Eine
ähnliche Herangehensweise schlagen Käki und Aula mit
vordefinierten Anfragen und standardisierten Ergebnisli-
sten vor (siehe [Käki and Aula, 2008]).

6.2 Tutorial
Ein interessanter Zusammenhang besteht zwischen der
Selbsteinschätzung der Sprachkompetenz eines Probanden
und den Fixationen im VisAtt-Bereich: je höher die Sprach-
kompetenz, desto mehr Fixationen gibt es dort (Spearman
ρ = 0, 633, p = 0, 003). Da VisAtt von Sprache kei-
nen starken Gebrauch macht, steht hier zu befürchten, dass
bei Nicht-Muttersprachlern das deutschsprachige Tutorial
nicht zu besserem Verständnis (und damit intensiverer Nut-
zung) von VisAtt geführt hat. Eine Lösung wäre, anstatt ei-
ner standardisierten Eingabe für den Lernprozess den Aus-
gang des Lernprozesses zu standardisieren, also z.B. so lan-
ge Fragen zuzulassen und zu erklären, bis der jeweilige
Proband bestimmte Fragen über VisAtt beantworten kann.
Diese Fragen sollten sich allerdings nicht decken mit denen
aus der UI-Aufgabe.

Eine andere Methode ist, bei der Auswahl der Proban-
den ausschließlich auf Muttersprachler zu setzen, da auf
diese Weise Einflüsse durch Sprachbarrieren des Interfa-
ces verringert werden können. Eine weitere Beschränkung
wäre dabei, ein bestimmtes Maß an Kompetenz in der Spra-
che vorauszusetzen, in der die Texte in der Kollektion vor-
liegen. Dadurch könnten Einflüsse durch sprachabhängige
Schwierigkeiten bei der Anfrageformulierung reduziert
werden.

Weiterhin wäre interessant zu untersuchen, ob es besser
ist, die Aufgaben und das Tutorial auf dem Monitor an-
zuzeigen. In diesem Setting könnten die Blickbewegungen
der Teilnehmer auch beim Lesen der Materialien darauf
überprüft werden, ob eventuelle Verständnisprobleme vor-

liegen, bzw. ob Textstellen überhaupt gelesen wurden.

7 Fazit
Die Visualisierung VisAtt ist das Ergebnis einer studen-
tischen Projektgruppe und einer Diplomarbeit. Dennoch
konnte in einer umfassenden Evaluation kein signifikanter
Vorteil von VisAtt bei Known-Item-Suchen oder explorati-
ven Suchen festgestellt werden. Die einzigen Hinweise auf
Verbesserungen liegen im Bereich der Benutzerzufrieden-
heit. Diese Hinweise korrelieren allerdings nicht mit dem
tatsächlichen Sucherfolg und sind teilweise auch nur an-
ekdotisch. Wir kommen daher zu der Auffassung, dass der
Entwurf und die Implementierung von erfolgreichen Visua-
lisierungen nicht trivial sind.

Ebenfalls nicht trivial ist die Auswertung von dynami-
schen Interfaces mittels Eyetracker. Die sich ändernden Po-
sitionen von wichtigen Elementen der Visualisierung ma-
chen es schwierig, mit herkömmlichen Auswertungsme-
thoden zu arbeiten. Hier wurde klar, dass mehr Aufwand
in die Vorbereitung investiert werden muss. Ob deshalb die
Ergebnisse besser (im Sinne von niedrigen p-Werten) wer-
den, ist allerdings noch vollkommen offen.

Zusätzlich zu den Problemen, die durch die
Software-Unterstützung des Eyetrackers entstehen,
sind sprachabhängige Effekte zu beachten. Dadurch, dass
sich in unserem Fall die Landessprache von der Kollekti-
onssprache unterscheidet, müssen Versuchsteilnehmer in
zwei Sprachen kompetent sein, um das Rauschen in den
Werten gering zu halten und damit die Chance signifikanter
Befunde zu erhöhen.
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Abstract
In the area of information retrieval the concept
of relevance feedback is used to provide high
relevant documents to the user. The process of
gaining relevance data is usually based on ex-
plicit Relevance Feedback. But it turned out, that
users are usually not willing to provide such data.
This paper describes a Relevance Feedback ap-
proach that supports the users with query expan-
sion terms by using implicit Relevance Feedback
data.
The Relevance Feedback approach is based on a
neural net, which learns the context of a search.
The approach is integrated in the DAFFODIL
framework. Within DAFFODIL the concept of
relevance paths is used for the implementation of
an implicit Relevance Feedback mode. The cho-
sen algorithms and data structures indicate a high
performance for this approach.

1 Introduction
In this article an approach is described that supports
users of an Information Retrieval system (IRs) with query
expansion terms. Basis for the expansion term generation
is a neural net which learns the context of the user search.
Context is defined here as the past and present user
concern, which accords to the collected past and current
Relevance Feedback data. Those Relevance Feedback data
are derived from explicit, implicit or pseudo Relevance
Feedback processes.
In order to provide the user with adequate expansion
terms, the learn algorithm of the neural net realizes a time
dependent adoption of the expansion term output. The
time dependent adoption ability of this approach differs
from others. Here adoption denotes a highly emphasis of
recently learned Relevance Feedback data. The influence
of learned patterns gets minor, according to their actuality
for the query expansion term generation (or could rather be
forgotten). Furthermore the learn algorithm is influenced
during the application of implicit Relevance Feedback
by learning parameters that depend on the relevance path
concept.
The time dependent different impact of Relevance Feed-
back data on the expansion term generation is realized
by a so called palimpsest learning rule, which denotes a
learning rule that could forget.
As an indicator for the user concern, term co-occurrence
states of the Relevance Feedback data are extracted and
stored in the neural net. A first performance evaluation has

been made.

In the following subsections 1.1, 1.2 and 1.3, a brief in-
troduction is given into relevant topics, concerning the ap-
proach of this paper. The section 2 contains a description
of the implementation of this approach. In section 3 the re-
sults of a first evaluation is presented. Section 4 completes
this paper with a summary of the Relevance Feedback ap-
proach and an outlook for future works.

1.1 Relevance Feedback
Relevance Feedback is a technique that is widely applied in
Information Retrieval (IR). It aims to optimize the search
result of an IR process. Relevance Feedback is based on
the assumption, that a retrieval result could be optimized
by relevance judgments over search results by the IRs user.
With these user given relevance judgments it is possible to
calculate query expansion terms. Three distinct Relevance
Feedback modes are discussed in the literature:

Explicit Relevance Feedback The user marks a search re-
sult explicit as relevant according to his query.

Implicit Relevance Feedback On basis of the interaction
between the user and the retrieval system a conclusion
is drawn, if a search result is relevant to a user query
or not.

Pseudo Relevance Feedback On basis of the assumption,
that the ranking of the search system is equal to the
relevance perception of the user, the first n search re-
sults are taken for a Relevance Feedback process.

Google e.g. uses a Relevance Feedback mechanism that
is triggered through their related function, which in turn
could be invoked through a link besides a search result.

1.2 Neural Networks
Neural net approaches are applied in various domains. E.g.
in the industry neuronal nets are used for quality assurance,
optimization of processes or image processing.
In IR neuronal nets are applied for supporting retrieval sys-
tems or could even serve as basis for the whole retrieval
process.
Various IR applications exist that base on neuronal nets,
like e.g. described in [Bordogna et al., 1996]. Bordogna
describes a similar approach to the one in this article. She
uses likely to this approach a Hopfield like neuronal net
that calculates query expansion terms on basis of Relevance
Feedback data. The most significant difference to this ap-
proach is in the time dependent output of this approach.
To sum it up short: a neural net is an information processing
system that consists of a set of connected arithmetic units
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(neurons). This net of connected arithmetic units has the
ability to learn certain states which are used to calculate an
output to a given query. A learning rule is needed in order
to teach the net with certain states, as well as an activation
rule that activates the net in order to get the output data.
Various net types exist, which differ for instance in topol-
ogy, learn rule, activation rule and the information flow. In
this approach a Spreading Activation Net is used, which is
described in the subsection 2.1.

1.3 Term co-occurrence
Term co-occurrence denominates a measurement for the to-
getherness of two terms that appear in a document. The
idea of term co-occurrence is, that if two terms exist to-
gether in one document, they have a more or less strong
relation. Peat et al. references in [Peat and Willett, 1990] a
statement of van Rijsbergen who describes the idea of term
co-occurrence: ”If an index term is good at discriminating
relevant from nonrelevant documents then any closely as-
sociated index term is also likely to be good at this”. Term
associations could therefore be used to find further terms
with a similar distinction ability between relevant and non
relevant documents. This assumption assumes that the used
query terms are good discriminators.
A disadvantage of the term co-occurrence is, that terms
that appear frequently in texts are often not very signifi-
cant for it. Those terms are e.g. articles. Suitable to this
disadvantage Efthimiadis states in [Efthimiadis, 1990] that
especially terms with a middle frequency in a text, could
characterize a text at most (therefore they are significant).
This fact is considered in the learning rule with continu-
ous neuron activation states (see paragraph Learning Rule).
The term co-occurrence in Relevance Feedback data is used
here to get a depiction of the users search context into the
neural net.

2 Implementation
The approach described in this article exploits the appli-
cability of a Spreading Activation Net to learn and reflect
the intensity of co-occurrence states of given (textual) Rel-
evance Feedback data.
It is argued here that the frequency of a term co-occurrence
is a clue for their importance to the actual search. The term
co-occurrence states are therefore depicted through a learn
process into the net weight matrix.
Therefore the approach in this article is to train the Spread-
ing Activation Net with term co-occurrence states via a
learning rule. In this case the well known Hebb learning
rule was used. Some adoptions to this rule were made
to model the demand of slowly forgetting learned patterns
(see paragraph Learning Rule) in order to prefer actual Rel-
evance Feedback data during the net activation (see para-
graph 2.1).
Because of the Spreading Activation Net character, just
working with a fixed number of neurons, a fixed term space
(see paragraph Term Space) is used. Therefore this ap-
proach is limited until now to more or less static data col-
lections.
For the evaluation of this approach a term space consisting
of around 27 500 terms, extracted from the first 10 000 ab-
stracts of the CiteSeer database is used.
The following subsections will describe in more detail all
the named aspects in context with the query expansion cal-
culation.

2.1 Spreading Activation Net
A Spreading Activation Net denotes a special type of a neu-
ral net, which is in some aspects related to the Hopfield net.
The main difference between both net types consists in the
absence of an energy function in the Spreading Activation
Net.
A Spreading Activation Net could be considered as a graph
with nodes and edges. The edges (rather connections) be-
tween the nodes (rather neurons) are symmetric weighted.
Those neurons are fully connected, but irreflexive. The
strength of the connections between the neurons are cal-
culated by a learning rule, like e.g. the Hebb learning rule.
A squared and symmetric weight matrix wij ∈ W , with
zero values in the diagonal is then used to represent the
connection strength. The values in this matrix are calcu-
lated by the frequency of the co-occurrence of two terms
by means of the Hebb rule.
Furthermore the neurons of the net have an activation state
that is equivalent to the value of the corresponding pattern
vector element xi ∈ p (see paragraph Neuron Model). The
values of those activation states could be either binary or
continuous. Figure 1 shows an example of a simple Spread-
ing Activation net with associated weight matrix.

Figure 1: Spreading Activation Net

W =

( 0 0.1 0.5
0.1 0 0.9
0.5 0.9 0

)

Weight matrix for figure 1

This net has to be instantiated with a fix amount of neurons,
that could not be modified after the instantiation.
Different IR approaches exist that bases on Spreading Ac-
tivation Net types (see [Kwok, 1989], [Chen et al., 1993]),
whereby the application of the net is manifold. The de-
nomination ”spreading activation” is derived from the net
feature to spread activation from a few activated neurons
through the net. An activation rule is responsible for the
neuron activation and therefore for the net output.

Neuron Model In order to generate query expansion
terms on basis of a Spreading Activation Net, a depiction
is needed from the terms in the term space (see paragraph
Term space) to the neurons of the Spreading Activation
Net. E.g. in the example net in figure 1 the term space
consists only of three terms, that have to be depicted to the
three neurons of the corresponding net. This depiction is
done by an explicit allocation of one term to one neuron of
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the net. The allocation is implemented by the elements xi
of a pattern vector p, in which each position (or index) is
allocated with one term of the term space. The cardinality
of p is thereby equivalent to the number of the net neurons
(and hence equivalent to the number of terms in the term
space). This means the activation state of a neuron is
encoded through setting the value of an element of the
pattern vector (which is allocated to a term in the term
space). There are two different pattern vector element
values analyzed:

• Binary pattern elements. Those relate to a binary neu-
ron activation degree (set{0,1} is used).

• Continuous pattern elements. Those relate to a contin-
uous neuron activation degree (interval [0,1] is used).

Learning Rule For the net training with co-occurrence
states of Relevance Feedback data, a modified Hebb learn-
ing rule (or outer product rule) is applied. The origin of this
rule traces back to the publication [Hebb, 1949] of the psy-
chologist D. Hebb. He stated the assumption, in turn, that
if two cells are active at the same time, their connection
weight should be strengthened. This assumption reflects
exactly the learning of term co-occurrence states, whereas
the net should strengthen the connection weight of two neu-
rons if two terms occur at the same time in a presented text.
This could be mathematically formalized through the equa-
tion 1.

∆wij = γxixj (1)

Where ∆wij reflects the difference between the associ-
ation strength of two neurons xi and xj in time tm and
tm−1. γ is a learning constant. The Hebb learning rule
learns unsupervised and could be applied incremental or in
batch mode.
In general the state of a neuron x is binary {−1, 1},
whereas some approaches use the values {0,1}. Some
performance optimization reasons lead to the usage of the
values {0,1} in this approach. Reason for this decision
was that the patterns that should be learned, as well as the
patterns that are used for activating the net are sparsely
encoded. Firstly, there exists special data structures to
store these kind of data efficiently (zero values causes no
memory allocation). Secondly, the value of a weighted
connection between neurons changes only if one of the
activation degrees is unequal zero.

The first adaption to the rule aims to model forgetting.
Hopfield proposes in [Hopfield, 1982] a limitation of the
weight growing, in order to model forgetting. A differ-
ent approach is found in [Storkey and Valabregue, 1999]
and [Kimoto and Okada, 2000], where forgetting is mod-
eled through a proportionate small decay of weights in each
learn cycle.
In this approach both suggestions are used. The limita-
tion of growth prevents excessive growths of connection
strength. A small decay of weight in each learn cycle mod-
els the decrease of interest in neuron connections. So far
the Hebb learning rule is extended to the following equa-
tion (2).

wij(t) = wij(t− 1) + γxixj − decayRate (2)

Whereby 0 ≤ wij(t) ≤ |growingBorder|.
Considering the problem of term frequencies and the result-
ing problems for term co-occurrence, that is mentioned in

the subsection 1.3, two different learn approaches are im-
plemented:
The first approach uses binary activation states. That means
if a term exists in a given Relevance Feedback data, the al-
located neuron is either active (activation state is set to 1)
or not active (activation state is set to 0).
In a second approach the activation state of a neuron is con-
tinuous and depends on the descriptive quality of the term
to characterize a text. As Efthimiadis stated in [Efthimi-
adis, 1990] terms with a middle text frequency are those
that characterizes a text at most. In contrast terms with a
high or low text frequency (e.g. articles) characterize a text
less. On basis of this awareness in the second approach the
terms with a middle term frequency are emphasised during
the learn process.
To get a proper depiction from term frequency to an appro-
priate neuron activation degree, a function is needed that
realizes the following conditions:

• the function course has to be bell shaped
• the function maximum has to be right above the mid-

dle term frequency
• the function maximum is f(µ) = 1, whereby µ is the

middle term frequency
• the width of the function course should depend on the

term variance σ
• the intersection with the y-axis should be constant for

each term distribution
All of the mentioned properties are found in equation 3.

f(x) = e−k((x−µ)/σ) (3)

Whereby the parameter k is responsible for the height of
intersection from the function course and y-axis.
The parameter k has to be calculated for each term distri-
bution. The middle term frequency µ is set to the meridian
of the term distribution.
The continuous activation degrees should cause a low con-
nection weight if both terms have a low or high term fre-
quency. High activation degrees are caused through a mid-
dle activation degree of one or both terms.
A high connection weight causes in the activation process
in a higher activation degree of a neuron. Therefore it
should be higher ranked in the output of the net.

Activation Rule and Output After the net has learned
one or more patterns, it can be activated. In order to start
an activation process the terms (neurons) that should be
activated have to be encoded into a pattern vector p (see
section 2.1). This pattern vector indicates then which neu-
rons should be initially activated. If some neurons are ac-
tivated, the activation function is used to spread the activa-
tion through the whole net.
In this approach a sigmoidal function is used in the acti-
vation process. As a specification of the function the tanh
function is used, which depicts the function input into the
interval [-1,1]. Whereby, through the restriction of the learn
rule the input is always positive. The function input is cal-
culated through the sum of products of upstream neuron
activations with their connection weights. The whole acti-
vation process is formalized through equation 4, according
to the activation approach of Chen in [Chen et al., 1993].

xj(t+ 1) = ftanh(
N∑
i=1

wij ∗ xi(t)) (4)
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The parameter N identifies the number of used neurons.
The parameter x is equivalent to the activation degree of
the upstream neurons.
The calculation of the activation degree is applied sequen-
tially and in random order for each neuron based on the
initially activated neurons. The stop criterion is thereby ei-
ther a fix number of activation passes or no changes in the
neuron activation states.
During the activation process the activation spreads
through the net and causes a high activation state of neurons
with a strong connection to the initial activated neurons. In
this approach the net output is a ranked set (according to
the activation degree) of query expansions terms.

Term Space The Spreading Activation Net is not flexible
in the way that it could add or delete neurons after the ini-
tiation. While each neuron of the net represents a possible
query expansion term a fixed term space is needed. This
fact might not be a problem for digital libraries, but it pre-
vents the generalization of this approach to a more dynamic
system like e.g. the internet.
For the evaluation the first 10 000 abstracts of the CiteSeer
database are used. The terms of those abstracts were firstly
cleaned from stopwords and secondly reduced to their word
stem.
The word stem reduction is done because of two reasons.
Firstly, it reduces the number of used neurons and this helps
to save memory space. Secondly, it has to be taken into ac-
count that each term of the term space is exactly allocated
to one neuron of the Spreading Activation Net. If the terms
of the term space are not reduced to their word stem, prob-
lems or rather blur with term flexions occur.
For example if the net should be activated with the term
”effective”, only the neuron that is allocated to the term
”effective” would be activated. The neurons that are allo-
cated to the terms ”effectiveness”, ”effectively” or ”‘effect-
ing”’ would not be activated, even if they denote the same
concept.
The disadvantage of the word stem reduction is that terms
with different meaning could have the same word stem.
The word stem ”gener” for example is the same for the
terms ”generalized” and ”generators”, which identifies
definitively two totally different concepts. A further dis-
advantage of the word stem reduction is that word stems
seem sometimes cryptic. As an example the term ”beings”
would be reduced to the stem ”be”.

2.2 Integration into the Daffodil project
The described Relevance Feedback approach of this
paper has been successfully implemented and integrated
in the Daffodil-Framework. It includes three Relevance
Feedback modes – explicit, implicit and pseudo – as well
as a task based search support.
The implementation of implicit Relevance Feedback and
the support of task based searching is described in the
following paragraphs.

Daffodil The DAFFODIL-System is an experimental sys-
tem for IR and collaborative services in the field of higher
education for the domain of computer science and others.
DAFFODIL is a virtual digital library system targeted at
strategic support of users during the information seeking
and retrieval process ([Fuhr et al., 2002]). It provides basic
and high-level search functions for exploring and managing

digital library objects including meta-data annotations over
a federation of heterogeneous digital libraries (DLs) (see
[Kriewel et al., 2004] for a function overview). For struc-
turing the functionality, the concept of high-level search ac-
tivities for strategic support as proposed by [Bates, 1979]
are employed, and in this way provide functionality beyond
today’s DL. A comprehensive evaluation in [Klas et al.,
2004] showed that the system supported enables most of
the information seeking and retrieval aspects needed for a
computer scientist daily work.

Implicit Relevance Feedback The great challenge of
implementing an implicit Relevance Feedback support is
due to the problem of finding which search result is really
relevant to a user query. Only those relevant search results
should trigger a Relevance Feedback process. The problem
in this case is how to find a significant trigger that is crucial
for a learning process. Likewise it has to be taken into ac-
count, that even if multiple triggers exist not every trigger
has the same importance.
The solution to the first problem is found in the relevance
path concept that is described in [White, 2004]. Thesis of
the relevance path concept is, that as further a user walks
along a relevance path, the more relevant the search result
is. The relevance path consists of stations and connections
between those stations. Whereby a station in this sense de-
nominates a representation form of a search result.
The solution to the second mentioned problem is the usage
of a learn constant γ. Such a learn constant should affect
the influence of a learn process on the connection strength
of neurons.
In DAFFODIL a first relevance path station or representa-
tion of a search result could be the result list. The result list
prepares all search results to a query and presents it to the
user in form of the attributes title, authors names, year and
the name of the library where it was found.
If a search result is then clicked, the detail view appears and
shows additional information, like the abstract of the found
search result. Therefore the detail view is a second example
for a relevance station on the path. According to the rele-
vance path concept the learning process on this relevance
station should have a higher impact on the learn process.
Nevertheless, only the representation of a search result in
the detail view is no indicator for the real relevance of this
search result. Because the user could decide to reject the
search result as irrelevant after reading the details. For this
reason the learn parameter is however set in this case to
zero. If the user initializes an export of a search result from
the result list, it could be assumed that the user has knowl-
edge about this search result, so it might be relevant for
this search. In this case the learning parameter is set un-
equal zero.
An example starting station of a relevance path in Daffodil
could be the result list. The detail view could then be the
second station of the relevance path. As a next relevance
station the Personal Library PLib could be seen. In the
PLib The user could store any found object in the personal
library. Therefore the objects in the PLib could be seen as
high relevant objects. The described relevance path is de-
picted in the figure 2.
On the basis of this example a relevance path could have
the following learning parameters proposed in table 1. The
allocation of the proposed parameters for relevance stations
and actions are not formalized yet. It just reflects the differ-
ent importance of an action executed on various relevance
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Figure 2: Example Relevance Path in Daffodil

stations.

station action learn parameter

1. Result list save in PLib 1
export 0.33

2. Detail view add term to search formula 0.66
save 0.66
clipboard 0.66

3. Personal library user tags 0.7
delete -0.7
clipboard 0.99
export 0.99

Table 1: Learn parameter of relevance stations

Example By means of an example the functionality of
the learning approach on the weight matrix, as well as
the effect of the relevance path concept in the implicit
Relevance Feedback mode, should be illustrated.
Assuming the term space of this example consists of the
ten, stemmed terms: co:=collect, de:=deriv, la:=languag,
li:=linguist, na:=nature, pa:=paper, pre:=present,
pro:=problem, th:=theoret and an:=analysi. Whereby
the terms la, na and pro are included in the Relevance
Feedback data (document abstracts) a, b, c, d according to
the following list:

• la included in abstract a, b
• na included in abstract a, c, d
• pro included in abstract a, d, b

Furthermore the decay rate of the learning rule is set to
0.25, and the growing border to 2. The learning constant γ

is set according to table 1.
Some search and working actions were then executed and
causes modifications of the neuronal connection weights in
the weight matrix. Those actions modifications are illus-
trated in the table 2. Initially all connection weights are set
to zero.

Task Based Relevance Feedback Task based learning
means the integration of multiple search sessions into one
working task. A working task could be in this sense the
work on e.g. a master thesis, lecture or seminar theme. To
get a closer depiction of the users working context and to
reach a better query expansion support it is an overvalue,
if just the Relevance Feedback data of the task the user is
working in, trains the net. Relevance Feedback data that de-
pends to a different or neither task (the global task), could
blur the expansion result.
Task based learning is realized through training of differ-
ent nets. This means that each task has its own net. Ad-
ditionally a overall (or global) net learns every Relevance
Feedback data (if not explicitly switched off).

Contextual User Model based on Daffodil All activities
of the user, when performing a search task with the system,
are logged. Along with the activities the time stamp, all
user entered information and all digital objects, e.g. docu-
ment metadata, full text links, queries, authors, terms, jour-
nals, etc, are stored. These activities are divided in ten
high-level categories, depicted in table 3. For a deeper de-
scription of these categories see [Klas et al., 2006].
The described events form a path of events specific to a cer-
tain task. With the help of the in DAFFODIL integrated task
tool, the system can even train over sessions and provide in
this way sophisticated and specific recommendations for a
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Action Connection weight

Reading the details of Abstract a, b, c, d —

Add terms pro and la to search formula wpr,la = 0.66

Add the abstracts c, d, b, a in the PLib (in the specified order) wna,la = 1.0;wpro,la = 1.91;wna,pro = 1.5

Copy d from the PLib to the clipboard wna,la = 0.75;wpro,la = 1.66;wna,pro = 2.0

Delete abstract b wna,la = 0.5;wpro,la = 0.41;wna,pro = 1.75

Add abstract e to the PLib wna,la = 0.25;wpro,la = 0.16;wna,pro = 1.5

Table 2: Table of actions and connection weights

Search any event of query formulation or filter conditions along with the search sources and system
response

Navigate any event of selecting a specific item link or following link
Inspect any event accessing or inspecting a object
Display visualization events, e.g. resorting up to visualizations in tag clouds or clusters.
Browse events changing the view point without changing the visualization, e.g. scrolling or using

sliders to zoom.
Store events which create a permanent or temporary copy of an object, e.g. printing, clip board

storage or the personal library of DAFFODIL.
Annotate any event that adds additional information to an existing document, e.g. ratings, comments

or tags
Author events on creating new information, e.g. writing a paper within the DL system
Help any event, where the system provides help to the user either on requests or automatically.
Communicate any event, when a user communicates with other users, e.g. sharing objects or ask an infor-

mation professional for help.

Table 3: Logged events in DAFFODIL

task.
The overall contextual user model within the DAFFODIL
framework consists of three elements:

Task The user either chooses no tasks (global) or speci-
fies a task. This way, the system can do task specific
learning over search sessions and provide specific rec-
ommendations.

Search path The complete search path, related to a task as
described above.

Information objects All seen, unseen and touched infor-
mation objects related to a task.

With this context data it is possible to better understand the
user on the information behavior in an information seeking
and search task. It of course does not excuse from running
a real user evaluation.
The logged information was already used for adaptive rec-
ommendation services described in [Klas et al., 2008]. Fur-
thermore the logging facility was used in the INEX project
([Malik et al., 2006]).

3 Evaluation
The implementation of this Relevance Feedback approach
is only evaluated in regard to its performance. An evalua-
tion that addresses the quality of returned expansion is not
yet done.

3.1 Performance Evaluation
In order to test the performance of the implementation of
this approach some technical aspects are proven. Those are
in detail:

• length of abstract: number of terms

• Time to learn a pattern (in milliseconds)

• number of connections: the number of connections
between neurons unequal zero

• activation: time to activate the net (in milliseconds)

• number of cycles: how much cycles are needed in or-
der to reach a net output

All of those aspects are proved after an explicit Relevance
Feedback pass. In order to get a neutral evaluation result
the parameters are set to the following:

• Learn parameter is set to 1.

• The growing border is set to 2.

• The decay rate is set to 0.25 (eight learn cycles without
a repeated term co-occurrence are needed in order to
completely forget a connection)

In this evaluation phase explicit Relevance Feedback was
used to the first 20 search results according to the query
term ”neuron”. The collected data in this evaluation step
can be seen in table 4.
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length learn connections activation cycles
84 15 1847 78 7
89 94 4138 62 9
81 31 5173 62 9
96 31 7363 78 9
95 47 8554 78 9
79 47 8345 78 9

103 47 9489 94 10
87 47 10221 94 9
88 46 9765 78 8
94 47 9734 78 9

103 46 10913 78 9
84 62 10560 93 9
86 47 10337 78 9
95 62 11139 94 9
92 47 11195 94 9
82 47 11906 93 9
82 47 12138 93 9
86 46 12096 93 9
84 31 11236 78 9
98 47 10837 78 10

Table 4: Data from evaluation two

Resume A resume of the important results can be given
as following:

• The number of terms in the learned abstracts averages
in this situation is 88,52.

• The time to learn the net weights averages 48,8 mil-
liseconds.

• The activation process averages 80,72 milliseconds
Interesting is the attitude at the 9th learn step. Here the
numbers of connection unequal zero decrease for the first
time. During the learn steps nine to twenty the number of
connection swings into the range between 9734 and 12138
connections. The reason for this is the decay rate which
destroys connection after the 8th learn cycle.

4 Summary and Outlook
In this paper an approach for context based query expan-
sion term generation is proposed. This approach bases on
a Spreading Activation neural net, that learns by means of
past and recent Relevance Feedback data the actual situa-
tion of the user search in a given task, to provide him with
contextualized related query terms. Hereby the concept of
term co-occurrence is used to map relevant search results
(Relevance Feedback data) into the neural net.
An efficient implementation and a performance evaluation
showed a promising behavior in order to investigate this ap-
proach with user evaluations.
Additional features of this approach are depicted in order
to show the flexibility of this approach. This is shown with
the application of task based searching and implicit Rele-
vance Feedback.
Further research should be done in the following directions:
Implementation of Relevance Feedback Services Some

services should be set up within the DAFFODIL
framework which gathers and delivers the context
user model. Along with those services further Rel-
evance Feedback algorithms could be implemented
and evaluated against each other.

System oriented evaluation Evaluation series should be
done in order to check the Relevance Feedback per-

formance based the proposed algorithm. Standard test
beds like Trec should be used for it.

DAFFODIL system evaluation Some DAFFODIL internal
evaluation should be done by creating a number of
DAFFODIL searches. The relevant results of these
searches will be stored in the PLib. Along with the
logged path data, investigations should be made first
in the neural net algorithm for relevant terms. But the
more interesting case is to reflect the chosen weights
(see table 1) of the path stations with respect to the
found documents, e.g. which action of the user has
the highest impact on relevant documents.

User evaluation A user evaluation should be made to get
qualitative user opinions on the suggested terms.

Enhancement of the implicit Relevance Feedback data
Based on the logging system within the DAFFODIL
framework the implicit Relevance Feedback data
should be enhanced by the user data of the logging
system, in order to get a more exact depiction of the
user search context.

Collaboration The approach could be extended to support
collaborative work. Therefore the net access has to be
prepared, so that a group or a team could work at same
time with the same net.
Another way, in this sense, could be to share a net with
other users on a similar task. Some other applications
are possible in the case of sharing nets, e.g. a consol-
idation of two or more nets could be realized through
a simple matrix addition.

Open term space An extension of the applicability of this
approach could be reached if the neural net could be
released from the fixed amount of neurons, which
have to be initially instantiated here. The here used
Spreading Activation net does not have the ability to
decrease or increase the amount of neurons after the
instantiation. The adjustment of the net type to an
approach with the possibility to change the amount
of neurons, could extend the applicability of this ap-
proach to dynamic systems like e.g. the internet.
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Abstract
In this work, we present and evaluate a new
approach to semantic search. This approach
is distinguished by pointing users to semantic
concepts that offer possible refinements of their
query. In parallel a combination of information
retieval and machine learning strategies is ap-
plied to annotate and filter documents with re-
spect to those semantic categories. In an outlook
on recent work, we describe how the approach
can be applied and extended as an aid to find
information relevant to specific biological ques-
tions in publication databases.

1 Introduction
Search engines, such as Google and Yahoo have become
an essential tool for the majority of Web users for finding
information in the huge amount of documents contained
in the Web. Even though, for most ad-hoc search tasks
[Baeza-Yates and Ribeiro-Neto, 1999], they already pro-
vide a satisfying performance, certain fundamental proper-
ties still leave room for improvement. For example, users
get lost in navigating the huge amount of documents avail-
able on the Web and are obliged to scan the list of all re-
trieved documents, in order to find the relevant ones. This
can partially be attributed to the possibly misleading statis-
tics that leads to semantically inhomogeneous result sets.
Basically, results are computed from word frequencies and
link structures, but other factors, such as sponsored links
and ranking algorithms, are also taken into account.

More recent approaches try to categorize documents
automatically with clustering methods. For instance,
Vivı́simo [Koshman et al., 2006] organizes search results
into categories (hierarchical clusters), basing on textual
similarity. These methods only consider the word distri-
bution in documents without taking into account linguistic
criteria derived from the underlying query, such as differ-
ent meanings of a term. Therefore, the assigned categories
usually do not represent the categories a user is expecting
for the query at hand.

In general, the search process starts when a user pro-
vides a list of keywords and the system returns a list of
documents ordered by the degree of similarity to the ap-
plied query. This means that if the keywords are well cho-
sen, an appropriate list of results is frequently provided.

However, if the result list covers different meanings (if the
search terms are ambiguous) or topics (if the search terms
are used in different domains), then documents related to
the corresponding categories appear rather unsorted in the
result list.

Linguistic information (e.g. semantics) can provide valu-
able support for the user’s search process. For instance,
retrieved documents could be grouped by the meanings of
the query. The user could choose one of these meanings
and navigate only the documents related to it.

In addition, users search the Web and formulate their
queries in their own language. But when they are unsuc-
cessful, i.e. when their query does not match any results,
they may also search and read documents in a foreign lan-
guage [Peters and Sheridan, 2000].

In the light of the current lack of readily available tools
that actively support researchers in finding desired infor-
mation, given e.g. a gene name, we argue that semantic
support would be a valuable addition to biological research
tools. We therefore transfer the Sense Folder approach to
biological data and set out to develop a search engine for
biological publication databases.

1.1 Preliminaries
In order to better understand the semantic-based Sense
Folder approach (see Section 2) presented in this paper,
we first introduce some preliminary definitions (see Sec-
tion 1.1) and related work (see Section 1.2). Then, the sys-
tem architecture (see Section 2.1), semantic support meth-
ods (see Section 2.2) and the related user interface (see Sec-
tion 2.5) are discussed. Document classification (see Sec-
tion 2.3) and clustering (see Section 2.4) techniques used
for filtering documents semantically are explained. Finally,
the approach is compared and evaluated with respect to
various baselines (see Section 3). The paper finishes with
the discussion of ongoing research, where this semantic-
based approach is applied for biological domain-specific
tasks (see Section 4) and some concluding remarks (see
Section 5).

Lexical resources, containing the different meanings of
the words and the related linguistic relations, provide the
semantic information needed for categorizing documents.
For successful information retrieval it is crucial to represent
documents in an adequate form with suitable attributes. In
order to semantically compare documents, similarity mea-
sures have to be applied. The approach should be evaluated
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using appropriate performance measures.

Lexical Resources
Lexical resources are a special type of language resources
[Cole et al., 1997] that provide linguistic information about
words. Lexical resources are used in this work for support-
ing the user with semantic information during the search
process, as discussed in the following.

WordNet [Miller et al., 1990; Fellbaum, 1998] is one
of the most important English lexical resources available
and can be used for text analysis and many related areas
[Morato et al., 2004], like word sense identification, dis-
ambiguation, and information retrieval [Vintar et al., 2003].
WordNet provides a list of word senses for each word, or-
ganized into synonym sets (SynSets), each carrying exactly
one meaning. Different relations link the SynSets to two
types of linguistic relations, the first type is represented by
lexical relations (e.g. synonomy, antonomy and polysemy),
and the second by semantic relations (e.g. hyponomy and
meronomy). Glosses (human descriptions) are often (about
70% of the time) associated with a SynSet [Ciravegna et
al., 1994].

We decided to use Wordnet for retrieving the meanings
related to the queries and the related linguistic relations.

Vector Space Model
The vector space model [Salton, 1971; Salton and Lesk,
1971] is the most frequently used statistical model for ad-
hoc retrieval and represents a user query q and a document
di as vectors in a multi-dimensional linear space. Each di-
mension corresponds to characteristics of a word in a doc-
ument (word occurrence, word frequency, etc.). For in-
stance, if word occurrence is used, each dimension takes
boolean values, while the use of (weighted) relative term
or word frequency, such as tf or tf × idf , leads to a real-
valued vector space V = [0, 1]n.

Thus, the document vectors can be represented with at-
tributes of terms in a document, such as term frequency (tf )
or inverse document frequency (idf ) [Salton and Buckley,
1988].

Cosine Similarity
Similarity between documents is assumed to coincide with
the similarity in the vector space measured for instance us-
ing cosine similarity [Manning and Schütze, 1999]. This
is a measure of similarity between two vectors of n dimen-
sions computed by finding the angle between them. The
approach relies on the assumption that a relevant document
di and the corresponding query q are linked by common
terms. These common word occurrences are expected to
be reflected by a document vector ~di that is close to the
query vector ~q. That way, the task of finding relevant doc-
uments, given a query, is reduced to the identification of
the document vectors that form the smallest angles with q.
Therefore, the cosine similarity is defined as follows:

sim(di, q) =
di · q
|~di| × |~q|

. (1)

Performance Measures
Generally, queries are usually less than perfect for two rea-
sons: first of all, they retrieve some irrelevant documents
and secondly, they do not retrieve all the relevant docu-
ments. In order to evaluate the effectiveness of a retrieval
system, different measures can be used [Baeza-Yates and
Ribeiro-Neto, 1999]. The measure chosen for the evalu-
ation of the classification performance in this work is the

accuracy that is the proportion of the total number of cor-
rect predictions.

1.2 Related Work
In this section related work that evaluate and compare dif-
ferent parameter settings is presented.

Agirre and Rigau [Agirre and Rigau, 1996] analyze
WordNet relations for WSD and evaluate different combi-
nations for disambiguating words using a conceptual den-
sity algorithm. They show that some relations such as
meronymy (has-part relation) do not improve the perfor-
mance as expected. They also point out that in WordNet
not all semantic relations are available for all words, which
might result in significant classification problems, since
one disambiguating class might be described more specific
than another class.

Larsen and Aone [Larsen and Aone, 1999] propose
the application of clustering methods with a vector space
model and tf or tf×idf document representations to over-
come the information overload problem. They conclude
that weighting terms by tf × idf works better than weight-
ing by tf , except for corpora with a very small number
of documents. But the influence of linguistic relations of
words for classification is not taken into account.

In recent work Patwardhan and Pedersen [Patwardhan
and Pedersen, 2006] employ so-called context vectors for
Information Retrieval, including only WordNet glosses, be-
cause these descriptions are considered to contain content
rich terms that better allow to distinguish concepts than a
generic corpus.

2 Semantic-based Search and
Disambiguation: The Sense Folder
Approach

The idea of this approach is to use lexical resources in
order to disambiguate/filter documents retrieved from the
Web, given the different meanings (e.g. retrieved from
lexical resources) of a search term, and the languages the
users are able to speak. For achieving this goal differ-
ent approaches are combined. Word Sense Disambigua-
tion approaches are used for recognizing the contexts of
the words contained in the query. Document Categoriza-
tion techniques are used for collecting similar documents
in semantic groups. Semantic and Multilingual Text Re-
trieval methods are developed because of the need of sup-
porting humans to filter and retrieve relevant documents
from the huge amount of data available using semantics and
multilingual knowledge [De Luca and Nürnberger, 2006c;
2006b]. This section summarizes the core of this paper,
the Sense Folder Approach. After defining a Sense Folder,
the system architecture and the related user interface are
described. Then, the classification and clustering methods
used are discussed in more detail.

Sense Folder Definition Given a query term q, a Sense
Folder is a container (prototype vector) that includes
all selected linguistic information (linguistic context)
of one sense of the query term retrieved from lexical
resources.

2.1 System Architecture
Figure 1 gives an overview of the Sense Folder system ar-
chitecture (and the related disambiguation process). The
process starts after the user submits a query through the
user interface (see [De Luca and Nürnberger, 2006a] and
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Figure 1: Overview of the Sense Folder Approach.

Section 2.5). For every word contained in the query a pre-
processing step is applied (see Section 2.2).

After the query has been processed, the user keywords
are simultaneously sent to the search engine and to the Se-
mantic Prototype Engine. While documents are retrieved,
pre-processed and indexed, for every search term the differ-
ent meanings of a term and the related linguistic relations
are retrieved from the lexical resource. Using these lin-
guistic relations a query term can be expanded with words
defining the context for each of its meanings, thus form-
ing Sense Folders. Based on this information, semantic
prototype vectors describing each semantic class are con-
structed.

Then, based on this information for each document (re-
trieved from the search engine) the similarity to the Sense
Folder prototypes is computed and the semantic class with
the highest similarity to the considered document is as-
signed. This first categorization method is called “pure”
Sense Folder (SF) classification approach (see Section 2.3).

Afterwards, clustering algorithms (see Section 2.4) are
applied in order to fine tune the initial prototype vectors
of each Sense Folder using the distribution of documents
around the initial prototype vectors, i.e., we expect that in
a Web search usually a subset of documents for each possi-
ble meaning of a search term is retrieved. Thus, each subset
forms a cluster in document space describing one semantic
meaning of this term. This additional clustering step (CL)
has been introduced in order to enhance the semantic-based
classification (only based on lexical resources) by consid-
ering also similarities in-between documents.

In contrast to the approach presented in [Agirre and
Rigau, 1996] that only used a small window of words
around the considered term in order to disambiguate its
meaning, the assumption of this paper is that the meaning
of a search term used in a Web page can be defined based
on the whole document, since Web pages are usually very
short and usually cover only one semantic topic. The as-
sumption that words have only one sense per document in
a given collocation is proven by experiments presented in
[Gale et al., 1992; Yarowsky, 1993].

2.2 Semantic-based Support: the Query
Pre-Processing

In the following section three approaches that can be ap-
plied to queries and documents are described, in order
to support users in the semantic-based searching process.
Specifically, the goal is to improve the semantic search
process; therefore several problems have to be addressed,
before the semantic classification of documents is started.
When users mistype in writing the query, the system has to
be able to give correction alternatives, recognizing the ety-
mology of the query words (e.g. using stemming methods)
or recognizing named-entities to continue the semantic-
based search. The semantic-based search differs from the
“normal” search, because users are “redirected” to seman-
tic concepts that could describe their query. This “redirec-
tion” is provided on the left side of the user interface (see
Figure 2), where suggestions are generated by the system
as described in the following.

Spelling Correction An important task for retrieving the
relevant documents related to the query is to identify the
misspelled words and correct them for a correct interpreta-
tion. In this work, the use of a spell-checker (implemented
in a joint work [Ahmed et al., 2007]) supports the user dur-
ing the search process, not only because it performs an effi-
cient correction, but also because it can “redirect” the user
to a semantic search. Thus, if the user types a word that is
not contained in the lexical resource used, the system can
suggest other “similar” words (concepts), according to the
words found by the spell checker. Then, a semantic clas-
sification is started using the words selected by the user
[De Luca and Nürnberger, 2006c].

Stemming Because stemming methods are supposed to
be suitable for reducing words to their base form, the Snow-
ball stemmer [Porter, 2001] has been integrated. It includes
a range of stemmers for different languages (e.g. the Porter
stemmer for English, but also stemmers for French, Ger-
man, Italian and Spanish). The aim of this approach is to
improve performance merging similar variants of a word
(sharing the same meaning) in one meaning. Stemming
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Figure 2: Semantic-based Support: the Query Pre-Processing.

methods do not analyze texts morphologically, but they try
to reduce words in an etymological way to their base form;
the stems are the result of such process. These stemmers
can be used in order to help users in finding the base form
of their keywords and “redirect” their search to the concept
expressed in its base form. These base forms can be used
by the users for the semantic-based search.

Named-Entity Recognition Because query words used
for searching documents are not only common words, but
represent also locations, organization, time expressions,
and proper nouns, a named-entity recognizer (NER) has
been added to the system, in order to support the user, if
the search engine cannot disambiguate this kind of infor-
mation. NER information is, in many cases, not ambigu-
ous (e.g. a proper noun) and cannot be used for a semantic-
based document search. The Stanford NER [Finkel et al.,
2005] can be used as a support for recognizing named-
entities, directing the user to the semantic search. If the
user types, for example, only the name “Java,” the NER
should recognize the meaning of this instance and sug-
gest more than one disambiguation possibilities (e.g. when
”Java.” is related to the concept “island” or to the concept
“programming language”).

2.3 Sense Folder Classification (SF)
As discussed above, the user query is simultaneously sub-
mitted to the search engine, which is providing a set of
search results and to the Semantic Prototype Engine that re-
trieves the linguistic information used for creating the vec-
tors describing the disambiguating semantic classes. Each
element in the vector corresponds to a term i in the docu-
ment, while the size of the vector is defined by the number
of words n occurring in the considered document collec-
tion (dictionary). The weights of the elements depend on
the tf or tf × idf [Salton and Buckley, 1988] and can be
combined with stemming methods. Once the vector space
description for each document is computed, the documents
are classified by computing the similarity to each proto-
type vector describing the disambiguating semantic classes
and assigning the class with the highest similarity to the
considered document. The cosine similarity measure (see
Section 1.1) is used in this case for the “pure” (semantic)
Sense Folder classification.

2.4 Sense Folder Clustering Methods (CL)
After the document vectors are assigned to their respective
WordNet class, clustering methods are used to tune/refine
the classification results. Clustering methods in this work
use a small number of labeled documents (Sense Folders)
with a large pool of unlabeled documents. Three clus-
tering algorithms have been implemented and evaluated.
The first is an unsupervised method (k-Means clustering

#Word Sense (Synonyms) [Domain]
#0 chair (professorship) [Pedagogy]
#1 chair [Furniture]
#2 chair (electric chair, death chair, hot seat) [Law]
#3 chair (president, chairman, chairwoman, chairperson) [Person]

Table 1: WordNet noun collocation of the term “chair”

[Manning and Schütze, 1999]), while the last two are semi-
supervised (Expectation-Maximization Clustering [Demp-
ster et al., 1977] and Density-Based Clustering [Friedman
and Meulman, 2004]).

The k-Means clustering algorithm uses the number of
classes obtained from WordNet for the number of clusters
k as cluster centers. These classes are the so-called Sense
Folders.

The Sense Folders are also used as “labeled data”
for training the Expectation-Maximization clustering algo-
rithm, i.e. in every cycle loop of the clustering process (in
contrast to the k-Means clustering, where the Sense Fold-
ers are used only for the initialization) and the parameter λ
is used as weight for the unlabeled/unclassified documents.
If the parameter λ=0 the structure of unlabeled data is ne-
glected and only the labeled data are considered for the es-
timation, while if the parameter λ=1 the information about
the labeled class is neglected and only the structure is con-
sidered.
The initialization of the Density-based algorithm is the
same of the k-Means algorithm. But the difference is due
to the use of k neighbors and a parameter λ that is added.
The use of such an algorithms is due to the assumption that
data points that lie nearly together possess similar charac-
teristics leads to an algorithm, where every data point is
influenced by data points in its local neighborhood.

For a more detailed discussion about the clustering algo-
rithms, the reader should refer to [De Luca, 2008].

2.5 Sense Folder User Interface
The semantic-based approach presented in this paper
should simplify the search process by providing users with
explicit information about ambiguities and this enables
them to easily retrieve the subset of documents they are
looking for. Labels defining the disambiguating classes are
added to each document of the result set. This semantic in-
formation is assigned by the Sense Folder classification and
clustering methods and appended as semantic annotation to
the document as shown in Figure 3.

Thus, the visualization of such additional information
gives the possibility to the user to filter the relevant query-
related results by semantic class. For instance, if a user
types, for example, the word “chair”, he/she has the pos-
sibility to obtain four different semantic classes based on
the noun collocations of this word (included in WordNet)
as shown in Table 1. These classes represent the different
meanings of the search terms given by the user and are pro-
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Figure 3: Semantic-based Search Engine.

vided on the left side of the interface (see Figure 3). If a
user selects one of these meanings (e.g. the Sense Folder
meaning SF1), the documents related to this concept are
shown/filtered. Thus, users do not need to scan all docu-
ments, but they can browse only the documents related to
the SF1 meaning of their query.

3 Evaluation
This section summarizes the results of a detailed fine-
grained evaluation of different parameter settings. Various
linguistic relations are combined with the different docu-
ment attributes explained in Section 1.1. These are mea-
sured and compared to each other in order to recognize
their best combination. Sense Folder classification and
clustering methods are added and evaluated against three
different baselines (Random, First Sense and Most Fre-
quent Sense).

3.1 Baselines
According to WSD evaluation tasks, the approach has been
evaluated in a fine-grained framework that considers the
distinction of word senses on a more detailed level (all
senses are included). This evaluation has been combined
within three baselines described in the following:

• A Random Baseline (Random) assuming a uniform
distribution of the word senses. This baseline provides
a simple boundary for classification performance.

• A First Sense Baseline (FS), i.e. the score achieved
by always predicting the first word sense, according
to a given ranking, of a given word in a document
collection. The First Sense baseline is often used
for supervised WSD systems [McCarthy et al., 2004].
This baseline is based, for this work, on the first word
sense of WordNet contained in the Sense Folder Cor-
pus [De Luca, 2008].

• A Most Frequent Sense Baseline (MFS) based on the
highest a-posteriori word sense frequency, given a
word in a document collection, i.e. the score of a the-
oretically best result, when consistently predicting the
same word sense for a given word. This baseline is

based on the highest frequency of a word sense con-
tained in a document collection. It is the best possible
result score when consistently predicting one sense.
It is often used as a baseline for evaluating WSD ap-
proaches and very difficult to outperform [McCarthy
et al., 2004].

3.2 Corpora Analysis
In order to evaluate this approach we analyzed different
corpora to check if they were appropriate for the evalua-
tion problem at hand. Many collections are already avail-
able in order to measure the effectiveness of information
retrieval systems. Examples are given by the Reuters Cor-
pus (RCV1), containing a large collection of high-quality
news stories [Rose et al., 2002], or the Reuters-21578 and
Reuters-22173 data being the most widely test collection
used for text categorization. Another collection is the Text
REtrieval Conference (TREC) data collection, having the
purpose to support information retrieval research by pro-
viding an infrastructure for large-scale evaluation of text
retrieval methodologies. Because our purpose is not only
evaluating an information retrieval system, but also a se-
mantic information retrieval system, these data sets are
unfortunately not appropriate for this task. They do not
provide any semantic information based on a given query
word, resulting that they are a document- and not query-
oriented collection. No WordNet annotations are included
and the “one sense per document” assumption is not ful-
filled, because more topics can be covered in one docu-
ment.

Since none of the available benchmark collections was
appropriate for our task, we decided to use the multilingual
Sense Folder Corpus created for evaluating semantic-based
retrieval systems [De Luca, 2008]. This is a small bilingual
(english and italian) hand-tagged corpus of 502 documents
retrieved from Web searches created using Google queries.
A single ambiguous word (“argument, bank , chair, net-
work, rule” in englisch and “argomento, lingua , regola,
rete, stampa” in italian) has been searched and related doc-
uments (approx. the first 60 documents for every keyword)
have been retrieved. Every document contained in the col-
lection has been annotated with only one WordNet domain
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Linguistic Relations Document Encoding Clustering
Synonyms (Syn) No Clustering (SF)
Domain (Dom) Stemming (Stem) tf (Tf) K-Means Clustering (KM)
Hyponyms (Hypo) No Stemming (NoStem) tf × idf (TfxIdf) Modified EM Clustering (EM)
Hyperonyms (Hyper) Density-Based Clustering (DB)
Coordinate Terms (Coord)
Domain Hierarchy (DomH)
Human descriptions (Gloss)

Table 2: Components of Fine-Grained Evaluation Procedures

Figure 4: Sense Folder Fine-grained Accuracy Evaluation Results of different parameter settings with baselines.

label and one MultiWordNet query-dependent word sense
label, respecting also the “one sense per document” as-
sumption [Gale et al., 1992; Yarowsky, 1993].

3.3 Parameter Settings
Table 2 outlines all components used for the fine-grained
evaluation presented in this paper. Different combinations
of linguistic relations (synonyms, coordinate terms, hyper-
onyms, hyponyms, glosses and semantic domains, and the
semantic domain hierarchy) are taken into account, in order
to assign documents to the semantic class they belong to.

Different encodings are considered in order to find an op-
timal representation. The tf and tf× idf encoding, as well
as the stemming vs. not stemming term features, describe
different vector spaces for the document classification. The
resulting parameter settings are: tf -based (Tf) and respec-
tive stemmed one (Tf+Stem), tf × idf -based (TfxIdf)
and respective stemmed one (TfxIdf+Stem).

Three Sense Folder clustering methods have been imple-
mented. The k-Means clustering algorithm (KM) does not
require any parameters, because the number k of cluster
centers, corresponds to the number of word senses avail-
able in WordNet used as initial prototypes for the clustering
process.

The DB Clustering method (DB) uses Sense Folders as
initial prototypes. The parameter λ has been set to 0.9 and
the n parameter that represents the number of neighbors to
be considered, is set to 2.

The Expectation-Maximization(EM)-λ algorithm adopts
the Sense Folders in the role of “labeled data,” whereas the
vectors representing the documents supply the “unlabeled
data”. The weight parameter λ for the unclassified data

points is set to 0.9.
The parameter settings for the last two clustering algo-

rithms (EM-λ and DB) have been set according to the eval-
uation results presented in [Honza, 2005].

3.4 Fine-grained Accuracy Evaluation
Analyzing the results presented in Figure 4, we can notice
that a slight overall improvement is shown when stemming
methods are applied in conjunction with the tf measure.
We can see that the “pure” Sense Folder classification in
some cases is already sufficient for classifying documents
in the correct meaning. But in most cases clustering meth-
ods improve classification considerably.

When the automatic classification is compared within
the baselines, we can see that all combinations outperform
all “Random” and “First Sense” baselines.

Analyzing the linguistic relations in more detail, we can
notice that the use of hyperonyms or hyponyms negatively
influence the classification performance. Normally, a hy-
peronym should be the broader term of a given word that
generalize the related linguistic context. But these terms in-
cluded in WordNet are at the end too general and make the
disambiguation of word senses more difficult. As a rule, a
hyponym should narrow down the distinct word senses de-
scribing the search word more specifically; but these Word-
Net terms are not significant enough to split them.

When such linguistic information is combined with clus-
tering methods, in some cases, the classification perfor-
mance is strongly enhanced, because similar documents are
recognized. Sometimes this semantic information already
contained in lexical resources is sufficient to recognize the
linguistic context of a document given a query, so that clus-
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Notion General IR Biological Domain
ambiguous description word gene name
referenced entity word sense gene/protein/protein acting in particular biological role
relations between entities WordNet Gene Ontology

Table 3: Corresponding Notions for General Information Retrieval and Gene Names in Biological Domain

tering methods are not needed or their use negatively af-
fects the classification.

The recognition of the correct word sense given a query
for retrieving only relevant documents is fundamental. This
is needed to better support users in the search process,
showing only the filtered relevant documents.

Summarizing, the fine-grained classification works bet-
ter with the tf -based document representation and stem-
ming methods than with the tf × idf -based document rep-
resentation. This is most likely to be attributed to the idf
measure that cannot be estimated very good and be mean-
ingful adopted, because the document collection is still rel-
ative small.

4 Semantic-based Support in Biology: The
use of the GENE Ontology

Many of the difficulties encountered in web information re-
trieval are paralleled when querying biological databases.
With the recent development in experimental techniques,
finding the most relevant pieces of information in the grow-
ing pool of published biological knowledge becomes in-
creasingly difficult. From this situation arises the need for
suitable search engines that support biologists in submit-
ting queries that are adapted to very particular information
needs.

The products of many genes, for instance, are used in
two or more often otherwise unrelated roles in the organ-
ism. Such multiple roles arise, for instance, from alterna-
tive splicing (single gene gives rise to several proteins) or
due to the coded proteins possessing several active sites. In
biological databases this is reflected by pairs of biological
process annotations for the same element with neither term
being registered as a specialization of the other in the Gene
Ontology [Ashburner et al., 2000]. A researcher, however,
would often only be interested in material on one of these
roles, so the possibility to additionally restrict queries is
desirable.

A second problem arises from the fact that many genes
were discovered and named independently before being
identified as referring to identical or analogue entities.
This leads to synonymous gene names. In practice such
synonyms are treated by mapping known alternative gene
names to a standard descriptor. In rare cases two or
more different genes share at least one name though (gene
homonyms). This situation results in an ambiguity compa-
rable to the different biological functions discussed above,
though this time the ambiguity also extends to the genetic
level as well, as the genes in questions correspond to dif-
ferent locations in the genome.

In all those cases the Sense Folder approach allows to
guide and refine searches allowing to focus on results from
the desired context only (compare Section 2.5). Moreover,
with the Gene Ontology, a structure that allows to expand
the list of search terms is already available.

Finally we need to address the problem of associat-
ing potential (query results) with individual Sense Folders.
Fortunately this task is completely analogous to the general

case so the approach described in Section 2.3 can be ap-
plied. The observed analogies are summarized in Table 3.

5 Concluding Remarks
In this paper, an approach for semantic-based search and
support has been presented. It combines different tech-
niques to provide the extended functionality of “directing”
users to semantic concepts that help increase the speci-
ficity of their queries. On the application level, semantic
support is provided via additional components that have
been integrated into the user interface of search engines.
We evaluated the performance of the presented semantic-
based approach, and conclude that the accurate selection of
linguistic relations, clustering methods and document en-
codings strongly influences the fine-grained classification
results. All baselines are outperformed and best results
are achieved when combining the linguistic relations (syn-
onyms, domains and glosses) with the k-Means Clustering
algorithm, representing the document vectors as tf -based
vectors and applying stemming methods. An outlook about
the employment of such an approach for biological tasks
is discussed and the tasks in this domain-specific context
found to be comparable to those of the more general infor-
mation retrieval problem.
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Abstract
This paper compares different methods of sub-
word indexing and their performance on the En-
glish and German domain-specific document col-
lection of the Cross-language Evaluation Forum
(CLEF). Four major methods to index sub-words
are investigated and compared to indexing stems:
1) sequences of vowels and consonants, 2) a
dictionary-based approach for decompounding,
3) overlapping character n-grams, and 4) Knuth’s
algorithm for hyphenation.
The performance and effects of sub-word extrac-
tion on search time and index size and time are
reported for English and German retrieval exper-
iments. The main results are: For English, in-
dexing sub-words does not outperform the base-
line using standard retrieval on stemmed word
forms (–8% mean average precision (MAP), –
11% geometric MAP (GMAP), +1% relevant
and retrieved documents (rel ret) for the best
experiment). For German, with the exception
of n-grams, all methods for indexing sub-words
achieve a higher performance than the stem-
ming baseline. The best performing sub-word
indexing methods are to use consonant-vowel-
consonant sequences and index them together
with word stems (+17% MAP, +37% GMAP,
+14% rel ret compared to the baseline), or to
index syllable-like sub-words obtained from the
hyphenation algorithm together with stems (+9%
MAP, +23% GMAP, +11% rel ret).

1 Introduction
Splitting up words into sub-words is a technique which is
frequently used to improve information retrieval (IR) per-
formance. The main idea behind sub-word indexing is to
break up long words into smaller indexing units. These
indexing units can be found by methods such as decom-
pounding words into lexical constituent words or splitting
words into character n-grams of a fixed size. In some
languages like German, compounds are written as a sin-
gle word. Thus, if a German query or document con-
tains a compound word like “Kinderernährung” (nutrition
of children), the words “Kind” (child) and “Ernährung”
(nutrition) will not match and result in low recall. Split-
ting the compound word and finding smaller indexing units
will make a match more likely and yield a higher recall.
For instance, a decompounding process may identify the
constituent words “Kinder” (children) and “Ernährung”,

which can be used in a query to achieve a higher IR perfor-
mance. Linguistically oriented approaches aim at break-
ing up compound words into constituent words. Other ap-
proaches to generate sub-words do not build on the notion
that sub-words must be valid words of the language (e.g.
character n-grams).

For languages with a rich morphology (like Finnish,
Dutch or German), a linguistically motivated decomposi-
tion of words has been widely recognised as a method to
improve IR performance [Braschler and Ripplinger, 2003;
Chen and Gey, 2004]. In languages such as English, com-
pounds are typically written as separate words and their
constituents can be easily identified.

However, creating resources such as dictionaries is ex-
pensive and time-consuming and dictionaries depend on
language and domain. The most extreme knowledge-
light approach at decompounding, overlapping character
n-grams, has extreme requirements for index space due
to combining grams for different values of n [McNamee,
2001; McNamee and Mayfield, 2007]. Decompounding
methods should in the best case be efficient and effective,
i.e. they should be inexpensive (i.e. not rely on external
resources), largely independent of a particular domain; and
adaptable to many languages. One aim of this paper is to
help identify such an approach for decompounding words.

The contribution of this paper is the quantitative eval-
uation of four different sub-word indexing methods. The
performance of the methods and their combination with
stemming is compared for a compounding and a non-
compounding language i.e., German and English. Sub-
word indexing based on consonant-vowel-consonant se-
quences has primarily been used in speech retrieval and
not in domain-specific information retrieval. Two of the
variants of this approach (consonant-vowel sequences and
vowel-consonant sequences) are novel. Knuth’s algorithm
for hyphenation has not been applied before to identify
syllable-like sub-words as indexing units. Effects of sub-
word indexing on the index size and on indexing time and
search time are rarely discussed.

The rest of this paper is organised as follows: Sec-
tion 2 introduces the sub-word identification techniques
used in the IR experiments in this paper. Section 3 gives
an overview over related work where approaches to de-
compounding have been employed. Section 4 describes
the experimental setup for the experiments. Section 5 dis-
cusses the influence of sub-word indexing on retrieval per-
formance, search time, and indexing time and space and
provides a topic analysis. Section 6 concludes with a de-
scription of future work.
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2 Identifying sub-words
The information retrieval experiments describes in this pa-
per are conducted on German and English queries and doc-
uments to investigate the performance of sub-word identi-
fication for a compound-rich and a non-compounding lan-
guage. Four different approaches to sub-word indexing are
evaluated and compared to the baseline of indexing stems
(stem):1

1. consonant-vowel sequences (CV) and derived meth-
ods, including vowel-consonant sequences (VC),
consonant-vowel-consonant sequences (CVC), and
vowel-consonant-vowel sequences (VCV);

2. a dictionary-based approach to identify constituent
words of compound words (DICT);

3. syllable-like character sequences determined by
Knuth’s algorithm for hyphenation (HYPH); and

4. overlapping character n-grams (3-grams, 4-grams,
and 5-grams).

Table 1 shows results of applying sub-word identification
to the German word “Informationssuche” (information re-
trieval). The following subsections provide a more detailed
description of these sub-word indexing techniques.

2.1 Dictionary-based decompounding
Dictionary-based decomposition of a word typically in-
volves repeatedly determining whether prefix strings of a
compound are valid words by looking them up in a dictio-
nary. Many decompounding approaches used for German
IR consider only the most frequent rule or rules of word
formation. For example, the word “Betriebskosten” (op-
erating costs) consists of two constituents, “Betrieb” and
“Kosten”, connected by a so called Fugen-s. This connec-
tion represents one of the most frequent patterns in German
compound word formation.

Dictionary-based decompounding is quite robust to
some linguistic effects in the German language. For exam-
ple, some compounds contain constituents in their plural
form (e.g. “Gänsefleisch” (literally: geese meat)), which
will be normalised to the same base as the words in singu-
lar form after stemming is applied (e.g. “Gans” (goose)
and “Fleisch” (meat)). Some compounds should not be
split into their constituents at all (e.g. “Eisenbahn” (rail-
way) oder “Lieblingsgetränk” (favourite drink)), but these
cases are rare and can be treated by using exception lists.
Decompounding even allows for ambiguous results for the
same compound. For example, “Arbeitsamt” (employment
bureau), can be split into “Arbeit” (work), Fugen-s, and
“Amt” (bureau) or into “Arbeit” and “Samt” (velvet). Am-
biguities are typically resolved by a left-to-right, longest
match preference.

However, dictionary-based decompounding requires
language-specific dictionaries and additional processing
time for successively looking up potential constituents in
the dictionary to determine if they form valid words.

2.2 Consonant-vowel sequences
The Porter stemming algorithm [Porter, 1980] is a rule-
based heuristic to normalise words to index terms by suf-
fix removal. As a by-product, it computes the M-measure,
a count roughly corresponding to the number of syllables

1Stemming can be viewed as a way to identify a single sub-
word within a word by affix removal and is considered as a base-
line for sub-word indexing.

in the word.2 The M-measure is defined via the number
of consonant-vowel-consonant sequences (short: CVC se-
quences) in a word. The set of vowels differs from lan-
guage to language: In German, vowels are “a”, “e”, “i”,
“o”, “u” (not counting letters with diacritical marks); in
English, vowels also include “y” if preceded by a conso-
nant. Other languages such as Arabic or Hebrew have no
letters to represent vowels. The computation of the M-
measure in the Porter stemmer can be easily adapted to
generate sub-words, i.e. by adding a sub-word to a list each
time M is increased. The M-measure can also be calculated
for words in other languages by defining the corresponding
set of vowels. The Snowball string processing language3

provides stemmers for a range of different languages.
A CVC sequence is the longest match of a sequence of

zero or more consonants (C), followed by zero or more
vowels (V), followed by one or more consonants in a word.
Three variants of these character sequences can be defined
accordingly (VCV, CV, and VC sequences) and are investi-
gated in this paper, too.

From an IR perspective, CVC sequences offer a cheap
alternative to a complex morphologic analysis of words.
As stemming has become a standard approach to normalise
indexing terms, the modification of a stemmer to produce
CVC sequences would require little additional cost.

2.3 Overlapping character n-grams
Words can be broken up into sequences of characters of a
fixed size n to form character n-grams. If n−grams are
allowed to start at every character position (instead of one
n-gram for every n characters), the n-grams will partially
overlap. Some variants of this method include adding an
extra character as a special word boundary marker to n-
grams from the beginning and end of a word. Following
this approach and the character “|” as a boundary marker,
the set of 4-grams for the noun “Lichter” includes the gram
“|lich” from the beginning of the word and allows to dis-
tinguish it from the common adjectival ending “lich|”.

In another approach, the full text is regarded as a single
string and not broken down into words before calculating
n-grams. Whitespace characters are not discarded and be-
come part of the character n-grams, which can span word
boundaries.

2.4 Knuth’s hyphenation algorithm
Knuth’s hyphenation algorithm was developed by Knuth
and Liang for dividing words at line breaks for the
TeX/LaTeX typesetting tool [Liang, 1983; Knuth, 1984].
It is well documented and has been used in the document
formatting system groff, in the PostScript language, and
in the programming language Perl. At its core are sets of
language-specific patterns. The patterns are employed to
identify positions at which a line break can occur and a
word can be divided. In this paper line break positions be-
tween two characters are interpreted as positions marking
sub-word boundaries for sub-word identification,

3 Related Work
Decompounding is a successful method to improve re-
trieval performance in IR. There have been numerous re-

2In a pre-test, the number of syllables was calculated correctly
in about 93% using the M-measure on a test set of about 30,000
manually annotated words. Most errors resulted from foreign ex-
pressions and proper nouns.

3http://snowball.tartarus.org/
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Table 1: Examples for splitting the German word “Informationssuche” into sub-words with different methods.
method sub-words # sub-words

stem informationssuch 1
CV i, nfo, rma, tio, nssu, che 6
VC inf, orm, at, ionss, uch, e 6
CVC inf, nform, rmat, tionss, nssuch 5
VCV info, orma, atio, onssu, uche 5
DICT information, suche 2
HYPH in, for, ma, ti, ons, su, che 7
3-grams inf, nfo, for, orm, rma, mat, ati, tio, ion, ons, nss, ssu, suc, uch, che 15
4-grams info, nfor, form, orma, rmat, mati, atio, tion, ions, onss, nssu, ssuc, such, uche 14
5-grams infor, nform, forma, ormat, rmati, matio, ation, tions, ionss, onssu, nssuc, ssuch, suche 13

trieval experiments using simple rule-based or dictionary
based approaches to decompounding German words. Note:
Most researchers report performance gain comparing sub-
words originating from stems to a baseline with indexing
unprocessed word forms. This results in better perfor-
mance values (as effects of stemming are included in sub-
words experiments), but make a comparison with other re-
trieval experiments more difficult.

Kamps et al. perform information retrieval experiments
including decompounding to documents from the CLEF
2003 collection in nine languages. They report a 7.5%
increase in MAP for an experiment on the German doc-
ument collection including dictionary-based decompound-
ing over baseline with stems and a 13.0% increase for 4-
grams [Kamps et al., 2003]. Results for decompounding
English documents are not given.

Chen and Gey use dictionary-based decompounding to
the CLEF 2001 and 2002 test collections [Chen and Gey,
2004]. Decompounding is based on computing the proba-
bility of the best splitting sequence based on the frequency
of constituents [Chen, 2003]. For monolingual German re-
trieval experiments, they report a 12.7% increase in MAP
and 4.6% in relevant retrieved documents for the 2001 data
(13.8% and 13.1% for 2002 data, respectively) when index-
ing stemmed compounds together with their constituents
compared to an experiment using only stems.

Daumke et al. apply MorphoSaurus as a text processing
tool to documents [Daumke, 2007; Daumke et al., 2007].
MorphoSaurus breaks down words into sub-words based
on a dictionary with pseudo-morphological word elements.
The sub-word segmentation of a word is determined auto-
matically based on a manually created list of sub-words.
For the English OSHUMED test collection, they achieve
5% increase in MAP compared to a stemming baseline; for
German GIRT data, a decrease of 19.5% in MAP, and for
German data from the image retrieval task ImageCLEF, an
increase from 0.0343 to 0.0403 MAP (+17.5%).

Glavitsch and Schäuble extract CVC sequences as in-
dexing features for retrieval of speech documents [Glav-
itsch and Schäuble, 1992; Schäuble and Glavitsch, 1994].
They select features based on document and collection fre-
quency, and discrimination value. This indexing method
performs slightly better than one using stopword removal
and stemming. Similarly, Ng performs experiments on spo-
ken documents for English, achieving 28% performance
increase when combining sub-words indexing with error
compensation routines [Ng, 2000]. CVC sequences are
often used as indexing units for speech retrieval, even for
non-European languages.

Braschler and Ripplinger give an overview about stem-

ming and decompounding for German [Braschler and Rip-
plinger, 2003]. They perform IR experiments on data from
CLEF for the ad-hoc retrieval track. They apply a variety
of approaches for stemming and decompounding – includ-
ing commercial solutions – and achieve a performance gain
of up to 60.4% MAP and 30.3% for the number of relevant
retrieved documents in comparison to indexing raw word
forms (not stems).

McNamee performs retrieval experiments using over-
lapping character n-grams as indexing units [McNamee,
2001]. He reports performance results for indexing a
combination of 2-grams, 3-grams, and 4-grams for En-
glish, Chinese, Japanese, and Korean. Results show
that n-grams can achieve similar or superior performance
in comparison to standard indexing techniques, even for
non-compounding languages and for cross-lingual retrieval
[McNamee and Mayfield, 2007].

To the best of the authors’ knowledge, hyphenation al-
gorithms or syllabification have not been applied to find
sub-words for information retrieval on written documents
before.

4 Experimental Setup and System
Description

The retrieval experiments in this paper are based on data
from the German Indexing and Retrieval Test database
(GIRT) [Kluck, 2005] used in the domain-specific track at
CLEF (Cross Language Retrieval Forum). The document
collections in German and English consist of 151,319 doc-
uments from the GIRT4 database.4 The topics include the
150 German and English topics from the domain-specific
track at CLEF from 2003 to 2008 (25 topics each year),
together with official relevance assessments.

A GIRT document contains metadata on publications
from the social sciences, represented as a structured XML
document. The metadata scheme defines 14 fields, includ-
ing abstract, authors, classification terms, controlled terms,
date of publication, and title. Figure 1 shows an excerpt
from a sample document.

A GIRT topic resembles topics from other retrieval cam-
paigns such as TREC. It contains a brief summary of the in-
formation need (topic title), a longer description (topic de-
scription), and a part with information on how documents
are to be assessed for relevance (topic narrative). Retrieval

4In 2006, 20,000 abstracts from Cambridge Scientific Ab-
stracts were added to the English GIRT document collection. As
there are no relevance assessments available for topics from be-
fore 2006, these documents were discarded for the experiments.
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queries are typically generated from the title (T) and de-
scription (D) fields of topics. Figure 2 shows a sample
topic.

For each GIRT topic, relevant documents have been as-
sessed by pooling submissions from systems participating
in the domain-specific track at CLEF, resulting in a total of
more than 80,000 relevance assessments for German doc-
uments (68,000 for English documents, respectively), in-
cluding 16,200 German relevant documents for 150 topics
(14,162 for English). The experimental results in this pa-
per are based on the complete set of German and English
topics and their corresponding relevance assessments.

The experiments were conducted with the following sys-
tem setup. Lucene5 was employed to preprocess the topics
and documents and to index and search the document col-
lection. The document structure was flattened into a single
index by collecting the abstract, title, controlled terms and
classification text as content and discarding the rest (e.g.
author, publication-year, and language-code). The follow-
ing preprocessing steps were carried out: normalising all
upper case characters to lower case, removing stopwords,
and filtering out all terms which occur in more than half of
all documents. Stemmed index terms are obtained by ap-
plying the German or English Snowball stemmer (provided
in the Lucene software) to topics and documents, For the
retrieval experiments, the topic title and topic description
were used as queries to Lucene.

While the Lucene software provides some support for
decompounding in contributed modules, many changes
were necessary to achieve the functionality required to con-
duct experiments on sub-word indexing. Decompound-
ing words into CVC sequences was added as a new tok-
enizer generating multiple sub-words per word. For CVC
sequences and n-grams (and variants), an additional word
boundary marker was used (i.e. the character “|”) at the be-
ginning and end of a word. Lucene also provides a method
to perform dictionary-based decompounding. Preliminary
tests indicated that indexing with this method is very time-
consuming (and will literally take days) due to inefficient
lookup operations in the dictionary. Therefore, the dictio-
nary representation in this method was changed from a set
of words to a ternary search tree [Bentley and Sedgewick,
1997], which drastically improves indexing time. German
and English (British English spelling) dictionaries were
compiled from OpenOffice resources6. The German dictio-
nary contains 133,379 entries, the English dictionary con-
tains 46,280. The difference in the number of entries indi-
cates the productivity of the German language to form new
words as compounds.

For the hyphenation-based decompounding, hyphen-
ation grammar files for German and English were provided
by the Objects For Formatting Objects (OFFO) Source-
forge project.7 Hyphenation points are inserted into words,
defining syllable-like sub-words. Sub-words are required
to have a minimum of 2 characters before and 2 characters
after a hyphen, i.e. all sub-words have a minimum length
of two characters. The character sequences between word
boundaries and the hyphenation points are extracted as sub-
words.

Time and disk space requirements for indexing and
searching were calculated as the average number for two
runs. The experiments were performed on a standard PC

5http://lucene.apache.org/
6http://wiki.services.openoffice.org/wiki/Dictionaries/
7http://offo.sourceforge.net/hyphenation/index.html

(Intel Core 2 Duo @ 3 GHz CPU, 4 GB memory, West-
ern Digital 3200AAKS hard disk, OpenSuSe version 10.3
operating system).

5 Results and Discussion
Results for the German and English retrieval experiments
are shown in Table 2. The following subsections describe
retrieval performance, disk and time requirements, and a
per-topic analysis of sub-word indexing.

5.1 Retrieval Performance
For German, with the exception of n-grams, all methods
for indexing sub-words achieve a higher performance in
comparison to stemming. The best performing sub-word
indexing methods are to use CVC sequences and index
them together with word stems (DE6: +17% MAP, +37%
GMAP, +14% rel ret), or to use syllable-like sub-words ob-
tained from the hyphenation algorithm together with stems
(DE12: +9% MAP, +23% GMAP, +11% rel ret). Figure 3
shows the recall-precision graph for the experiments DE0,
DE6, and DE12. The top five methods for German or-
dered by decreasing MAP are: CVC+stem, VCV+stem,
HYPH+stem, DICT+stem, and stem.

An index comprising sub-words in some cases leads to
a higher performance (e.g. DE5 vs. DE0, DE7 vs. DE0)
compared to the baseline. An index with a combination of
stopwords and stems always yields a higher performance
compared to indexing sub-words only (e.g. DE2 vs. DE1,
DE6 vs. DE5). Both recall (rel ret) and precision (MAP,
GMAP) are improved in the best experiments. In many
cases, the number of relevant documents is higher than in
the baseline (e.g. DE2, DE5, DE10, DE12). In most exper-
iments, the initial precision (P@10, P@20) does not im-
prove (e.g. DE13-DE18) or does not improve considerably
(e.g. DE6 vs. DE0, DE12 vs. DE0).

The dictionary-based decompounding approach was ex-
pected to perform worse than approaches not requiring
language-dependent or domain-specific resources, because
the document corpus has a domain-specific vocabulary.
Dictionary-based decompounding performs only slightly
better than the baseline (e.g. DE10 vs. DE0).

Hyphenation was expected to outperform overlapping
n-grams and CVC sequences, because the results cor-
respond more to meaningful sub-words. Compared to
CVC sequences, sub-words spanning word constituents are
avoided by hyphenation, i.e. long consonant or vowel se-
quences spanning constituent words as in “Geschäftsplan”
(business plan) or “Seeigel” (sea urchin) do not occur. Per-
formance of the hyphenation is the second best for all meth-
ods (DE12) and clearly outperforms all n-gram methods.

Using overlapping character n-grams as indexing terms
does not increase performance (DE13-DE18 and EN13-
18). However, no combination of grams with different sizes
was tried because combinations of other sub-words were
not investigated in this paper (e.g. CV combined VC) and
because of the additional disk space requirements.

The MAP for the experiments using CVC (DE6) and
hyphenation-based sub-word indexing (DE12) is signifi-
cantly higher than the MAP for the baseline experiment
(Wilcoxon matched-pairs signed-ranks test, N=149, p <=
0.0001 and p <= 0.05 respectively).

For English, indexing sub-words does not outperform
the baseline using standard retrieval on stemmed word
forms (EN6: –8% MAP, –11% GMAP, +1% rel ret for us-
ing CVC and stems). For two experiments, indexing CVC
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<DOC>
<DOCID> GIRT-EN19900121783 </DOCID>
<TITLE> Measures and projects of the Land of Lower Saxony for
combatting female unemplyoment </TITLE>
<AUTHOR> Wigbers, Antonia </AUTHOR>
<PUBLICATION-YEAR> 1989 </PUBLICATION-YEAR>
<LANGUAGE-CODE> EN </LANGUAGE-CODE>
<COUNTRY-CODE> DEU </COUNTRY-CODE>
<CONTROLLED-TERM> Lower Saxony </CONTROLLED-TERM>
<CONTROLLED-TERM> woman </CONTROLLED-TERM>
<CONTROLLED-TERM> employment promotion </CONTROLLED-TERM>
<CONTROLLED-TERM> unemployment </CONTROLLED-TERM>

...
<METHOD-TERM> documentation </METHOD-TERM>
<METHOD-TERM> applied research </METHOD-TERM>
<CLASSIFICATION-TEXT> Employment Research </CLASSIFICATION-TEXT>

</DOC>

Figure 1: Sample English GIRT4 document.

<top>
<num> 177 </num>
<EN-title> Unemployed youths without vocational training </EN-title>
<EN-desc> Find publications focusing on jobless adolescents who have
not completed any vocational training. </EN-desc>
<EN-narr> Relevant documents give an overview of the scale and the
problem of jobless adolescents who have not completed any job training.
Not relevant are documents dealing exclusively with measures for youth
welfare and youth policy. </EN-narr>

</top>

Figure 2: Sample English GIRT4 topic.

and hyphenated sub-words together with stems, the num-
ber of relevant and retrieved documents is slightly higher
than in the baseline experiment (EN6 and EN12). No ex-
periment improved MAP, GMAP or the precision at N
documents in comparison to the baseline. The top five
methods for English are: stem, CVC+stem, DICT+stem,
HYPH+stem, and VCV+stem.

5.2 Disk space and time requirements
In addition to traditional information retrieval performance,
the requirements to index and search the document collec-
tion using sub-word indexing were measured. More com-
plex preprocessing requires more time, i.e. the time needed
to process documents and queries increases.

All methods using a combination of stems and sub-
words as indexing terms need more time and space than
the baseline, which was an expected outcome. In the in-
dex combining stems and sub-words, all indexing terms
from the baseline (stems) have to be generated and stored
in addition to the sub-words. Dictionary-based decom-
pounding requires the most additional time for indexing the
document collection (+225.2% increase compared to the
baseline). Hyphenation-based decompounding requires the
most additional time for searching (+364.1%). However, a
longer processing time is no guarantee for a better perfor-
mance, as is shown by the dictionary-based approach.

5.3 Topic Analysis
The best two methods for decompounding (DE6 and DE12)
were analysed in more detail on a per-topic basis. To obtain
the average number of compounds in the topics, the fol-

lowing rules and guidelines for counting compound words
were established:

• Abbreviated coordinations with hyphens count
as one compound (e.g. “Parlaments- oder
Präsidentschaftswahlen”).

• Words with bound morphemes count as a compound
(e.g. “Kneipengänger”).

• Words with non-separable prefixes count as a com-
pound (e.g. “Ökosteuer”).

• Hyphenated words do not count as compound words
(e.g. “burn-out”).

• Compounds are not limited to nouns, but also include
verbs and adjectives (e.g. “rechtsextrem”).

• Words which may be incorrectly decomposed into
constituent words do not count as compounds (e.g.
“Mutterschaft”).

Following these guidelines, the GIRT topics were manu-
ally annotated. The 150 topics contain an average of 1.49
compounds per topic. The topics for the best-performing
methods were sorted by gain in MAP. For CVC (DE6), the
average number of compounds in the top-20 topics is 2.15,
for HYPH (DE12) the average is 2.3. There is an overlap
of 17 topics of the top-20 best performing topics for exper-
iments DE6 and DE12.

There are two topics among the top-20 which do not con-
tain any compounds at all, topic 82: “Berufliche Bildung
von Immigranten” (Professional training of immigrants)/
“Finde Dokumente, die über die berufliche Integration von
Immigranten durch berufliche Bildung berichten” (Find
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Table 2: Results for monolingual retrieval experiments on German and English GIRT4 documents (lang.: language; rel ret:
number of relevant and retrieved documents).

Run Parameters Results

ID index terms rel ret MAP GMAP P@10 P@20 indexing [s] searching [s] index size [MB]

DE0 stem 11025 0.3214 0.2097 0.63 0.55 279.5 17.3 659

DE1 CV 10778 0.2715 0.1554 0.52 0.46 338.8 (+21.2%) 32.5 (+87.8%) 1106 (+67.8%)
DE2 CV+stem 12108 0.3494 0.2537 0.62 0.55 576.6 (+106.2%) 40.9 (+136.4%) 1412 (+114.2%)
DE3 VC 10480 0.2399 0.1308 0.47 0.41 339.7 (+21.5%) 68.4 (+295.3%) 1075 (+63.1%)
DE4 VC+stem 11819 0.3317 0.2448 0.60 0.54 532.5 (+90.5%) 43.3 (+150.2%) 1383 (+109.8%)

DE5 CVC 12360 0.3584 0.2673 0.63 0.56 472.6 (+69.0%) 52.7 (+204.6%) 1285 (+94.9%)
DE6 CVC+stem 12599 0.3765 0.2886 0.65 0.58 631.8 (+126.0%) 39.0 (+125.4%) 1585 (+140.5%)
DE7 VCV 11879 0.3311 0.2309 0.59 0.53 358.7 (+28.3%) 37.2 (+115.0%) 1185 (+79.8%)
DE8 VCV+stem 12477 0.3654 0.2771 0.63 0.56 729.5 (+161.-%) 49.6 (+186.7%) 1492 (+126.4%)

DE9 DICT 11545 0.3051 0.1958 0.53 0.49 617.2 (+120.8%) 63.8 (+268.7%) 1170 (+77.5%)
DE10 DICT+stem 12252 0.3450 0.2447 0.61 0.53 909.2 (+225.2%) 75.0 (+333.5%) 1376 (+108.8)

DE11 HYPH 11743 0.3217 0.2269 0.59 0.53 433.5 (+55.0%) 40.4 (+133.5%) 896 (+35.9%)
DE12 HYPH+stem 12291 0.3511 0.2582 0.62 0.56 682.0 (+144.0%) 80.3 (+364.1%) 1111 (+68.5%)

DE13 3-gram 10380 0.2518 0.1546 0.51 0.45 473.6 (+69.4%) 67.3 (+289.0%) 1582 (+140.0%)
DE14 3-gram+stem 10901 0.2835 0.1940 0.54 0.50 774.7 (+177.1%) 70.8 (+309.2%) 1809 (+174.5%)
DE15 4-gram 9961 0.2429 0.1590 0.52 0.47 376.3 (+34.6%) 51.1 (+195.3%) 1338 (+103.0%)
DE16 4-gram+stem 10180 0.2547 0.1716 0.54 0.48 633.8 (+126.7%) 54.2 (+213.2%) 1503 (+128.0%)
DE17 5-gram 7824 0.1765 0.0911 0.48 0.41 277.5 (-0.8%) 29.5 (+70.5%) 964 (+46.2%)
DE18 5-gram+stem 8095 0.1876 0.1017 0.50 0.43 352.5 (+26.1%) 48.1 (+178.3%) 1058 (+60,.5%)

EN0 stem 10911 0.3453 0.2239 0.57 0.53 179.6 12.0 275

EN1 CV 9027 0.2144 0.1049 0.43 0.38 171.3 (-4.7%) 25.0 (+108.3%) 493 (+79.2%)
EN2 CV+stem 10573 0.3002 0.1804 0.54 0.48 268.9 (+49.7%) 32.0 (+166.6%) 626 (+127.6%)
EN3 VC 8576 0.1800 0.0797 0.38 0.34 174.5 (-2.9%) 23.8 (+98.3%) 483 (+75.6%)
EN4 VC+stem 10551 0.2953 0.1802 0.54 0.48 265.2 (+47.6%) 29.4 (+145.0%) 615 (+123.6%)

EN5 CVC 10545 0.2929 0.1775 0.55 0.48 186.9 (+4.0%) 25.9 (+115.8%) 551 (+100.3%)
EN6 CVC+stem 10985 0.3181 0.1993 0.56 0.50 304.8 (+69.7%) 30.9 (+157.5%) 679 (+146.9%)
EN7 VCV 10082 0.2649 0.1557 0.51 0.45 189.0 (+5.2%) 30.8 (+156.6%) 526 (+91.2%)
EN8 VCV+stem 10759 0.3074 0.1952 0.56 0.50 255.6 (+42.3%) 30.1 (+150.8%) 658 (+139.2%)

EN9 DICT 10163 0.2797 0.1587 0.53 0.47 281.9 (+56.9%) 38.1 (+217.5%) 561 (+104.0%)
EN10 DICT+stem 10785 0.3139 0.1915 0.55 0.50 390.7 (+117.5%) 41.9 (+249.1%) 640 (+132.7%)

EN11 HYPH 10451 0.2813 0.1740 0.53 0.46 206.4 (+114.9%) 23.4 (+95.0%) 376 (+36.7%)
EN12 HYPH+stem 10908 0.3104 0.1944 0.53 0.48 303.7 (+69.0%) 28.1 (+134.1%) 460 (+67.2%)

EN13 3-gram 9549 0.2388 0.1410 0.49 0.43 228.3 (+27.1%) 43.9 (+265.8%) 712 (+158.9%)
EN14 3-gram+stem 9989 0.2678 0.1668 0.53 0.47 295.3 (+64.4%) 48.3 (+302.5%) 831 (+202.1%)
EN15 4-gram 8709 0.2149 0.1128 0.47 0.41 173.6 (-3.4%) 22.2 (+85.0%) 573 (108.3%)
EN16 4-gram+stem 8964 0.2317 0.1238 0.50 0.44 260.6 (+45.1%) 27.6 (+130.0%) 663 (+141.0%)
EN17 5-gram 6236 0.1482 0.0611 0.42 0.35 146.2 (-18.6%) 15.4 (+28.3%) 388 (+41.0%)
EN18 5-gram+stem 6354 0.1535 0.0660 0.43 0.36 207.6 (+15.5%) 16.0 (+33.3%) 439 (+59.6%)
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Figure 3: Recall-precision graph for selected experiments.

documents on the professional integration of immigrants
through vocational training) and topic 101: “Tiere in der
Therapie” (Animals in therapy)/ “Finde Dokumente, die
über das Nutzen des Potenzials von Tieren in der thera-
peutischen Arbeit mit dem Menschen berichten” (Find doc-
uments reporting on the potential of using animals in hu-
man therapeutic programs).

In topic 82, standard IR methods like stemming do not
allow matching possibly relevant documents mentioning
“Immigration” (immigration) instead of “Immigranten”
(immigrants). If decompounding is used to split words into
sub-words, these different but semantically related words
will have some sub-words in common and additional doc-
uments can be found.

For topic 101, the terms “Therapie” (therapy) and “ther-
apeutisch” (therapeutical) are usually stemmed to different
indexing terms and each will have a low weight assigned to
them. Using sub-words, these word forms share some sub-
words assigned to them and the shared sub-words will have
a higher weight. In addition, this topic contains a word with
the new German spelling, “Potenzial” (potential)). Most
documents in the GIRT collection were written before the
spelling was changed. The term “Potential” in the old Ger-
man spelling has a term frequency of 2323, “Potenzial” has
a frequency of 76. Thus, very few documents containing
the new spelling will be found. Matching terms on a sub-
word level (instead of exact matching on the word-level)
will yield more potentially relevant documents.

5.4 Summary
In summary, sub-word indexing does not perform equally
for the non-compounding language English in compari-
son to the compounding language German. Most Ger-
man experiments clearly outperform the stemming baseline
with respect to retrieval metrics MAP, GMAP, P@10, and
P@20.

All sub-word indexing methods require more time for
indexing and searching a database. In addition, the index
size for sub-words is higher compared to a stem index. The
size of a combined index (using sub-words and stems as
indexing units) is up to an additional 174% of the original
size.

Indexing time for 5-grams is lower than the indexing
time for the stemming baseline. The required time to in-
dex and search a collection increases with the number of
indexing units produced. In a combined index (sub-words
and stems), the stems also have to be produced. Addi-
tionally, typically several sub-words are identified for each
word. Thus, indexing and searching sub-words requires
more time than for the stemming baseline.

The best performing methods – CVC indexing and
hyphenation-based sub-word indexing – perform signifi-
cantly better than the stemming baseline for German, they
perform best on very similar topics, and they even improve
some topics which do not contain compounds at all.

6 Conclusion and Future Work
Four different approaches to break up words for index-
ing sub-words were discussed and evaluated on the Ger-
man and English data for the domain-specific track GIRT
at CLEF. Three of the methods outperform the stemming
baseline. These methods include consonant-vowel se-
quences, which have been mostly used for spoken docu-
ment retrieval and a new method for decompounding, based
on hyphenation patterns to find sub-words. In comparison
to the standard stemming baseline, decompounding yields a
significantly higher performance in terms of MAP, GMAP,
and rel ret for German. In conclusion, sub-word index-
ing for German may be seen as a method integrating de-
compounding and stemming: words are broken down into
smaller indexing units and frequent affixes are either re-
moved completely or are associated with a low weight.

The best performing methods are also very cost-effective
and easily adaptable to other languages. Consonant-vowel
sequences can be produced as a by-product of stemming
and stemmers already exist for many languages. Snowball
contains stemmers for about 16 languages. Similarly, there
already are TeX hyphenation rules for more than 30 differ-
ent languages as well. Indexing n-grams did not produce
results comparable to or higher than the stemming base-
line. For English, sub-word indexing does not perform as
good as stemming, most likely because English words do
not have to be split into smaller units.

Splitting compounds into several smaller indexing units
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considerably changes many implicit parameters for IR, in-
cluding the number of terms in both queries and docu-
ments, term frequencies, and the average document length.
These changes suggest that parameters should be adjusted
and optimised correspondingly if a different weighting
model is applied. Future work will include experiments
with state-of-the-art retrieval models (e.g. OKAPI BM25,
[Robertson et al., 1994]), determining parameters based on
the new characteristics of the index and topics. The effect
of sub-words on relevance feedback will be investigated for
different sub-word indexing methods.
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System – Lösungen fur die linguistischen Heraus-
forderungen des Information Retrieval in der Medizin.
PhD thesis, Albert-Ludwigs-Universität, Freiburg i.Br.,
Medizinische Fakultät, 2007.
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Abstract

Helpdesks have to manage a huge amount of
support requests which are usually submitted
via e-mail. In order to be assigned to experts
efficiently, incoming e-mails have to be classi-
fied w. r. t. several facets, in particular topic,
support type and priority. It is desirable to
perform these classifications automatically.
We report on experiments using Support Vec-
tor Machines and k-Nearest-Neighbours, re-
spectively, for the given multi-facet classifi-
cation task. The challenge is to define suit-
able features for each facet. Our results sug-
gest that improvements can be gained for all
facets, and they also reveal which features are
promising for a particular facet.

1 Introduction
The impact of e-mail for business communication has
grown dramatically during the last years. These e-
mails have often a context in a business workflow.
They may be trigger events for the start of a busi-
ness process like an order request or they may be
parts of knowledge intensive tasks [Abecker et al.,
2000] [Frommholz and Fuhr, 2006]. In this paper a
case study of multi-facet e-mail classification for the
helpdesk scenario of the d.velop AG is given. One
major difficulty in e-mail classification research is the
availability of data sets with correlations to the busi-
ness workflow context. Although with the Enron data
set [Klimt and Yang, 2004] a set of e-mails of a real
world company is given, these e-mails have no explic-
itly given context in a business process.

To allow for the immediate dissemination of an in-
coming e-mail to an appropriate agent, it has to be
classified w. r. t. the following three facets. A topical
classification is necessary to determine what an e-mail
is about and to find the right expert for it. Choosing
a wrong person for a specific request results in addi-
tional waiting time for the customer. This may be
crucial for high priority calls. The type of an e-mail is
another important criterion – while actual support re-
quests must be assigned to an expert, e-mails contain-
ing, for instance, criticism or a few words of gratitude,
but no support request, may not be distributed at all
in order to keep an expert from extra work. The third
important facet is the priority of an e-mail, which is
useful either for selecting the right expert (e. g. , some-
one who is immediately available in case of high pri-
ority) on the one hand, and for giving the associated

expert a hint whether the request has to be handled
immediately or not on the other hand. Service Level
Agreements (SLA) exist that define response times for
different priority categories.

The problem we are dealing with is thus a multi-
facet classification of e-mails w .r. t. the three facets
described above. While topical classification is a well-
understood problem, classification w .r. t. the other two
non-topical facets is a challenging and novel task.

The remainder of the paper is structured as follows.
First, we discuss some related work on e-mail classifi-
cation. Subsequently, we introduce the collection we
are dealing with and discuss the facets in more detail.
The methods and features used for multi-facet classi-
fication are presented in section 4. Section 5 shows
some evaluation and discusses the results. Finally, a
conclusion and an outlook on future work are given in
section 6.

2 Related Work

E-mails are one of the most frequently used services of
the internet. They are specified by RFC 2822 of the
Internet Engineering Task Force (IETF). E-mails can
be considered as semi-structured documents. Semi-
structured means that there is no full underlying data
model as it is common in databases. Though, certain
parts are described by a model, like the date or the
content type, while other parts have no structure at
all, like the body containing the actual message.

Most research focuses on the classification into an
existing folder structure created by the user [Koprin-
ska et al., 2007] [Bekkerman et al., 2004] [Crawford
et al., 2004] [Brutlag and Meek, 2000] [Rennie, 2000]
[Segal and Kephart, 1999]. This folder structure is
usually of topical nature, that is, a folder contains e-
mails which are about the same topic. One main chal-
lenge is the continuous adding and removing of e-mails
from folders. In contrast to most other classification
tasks, one has to deal with dynamic classes. That is
why this process is sometimes referred to as filtering.
Koprinska et al. achieved the best results for topical
folder structures. Eichler [2005] classified e-mails of
a Swedish furniture retailer with regard to the classes
assortment, inventory and complaint but only a few
selected e-mails were used.

The most common application of e-mail classifica-
tion in daily use is certainly the classification of un-
wanted e-mails (spam). Many researchers have intro-
duced their concepts. By now it is possible to achieve
an accuracy of about 90%. Blanzieri and Bryl [2006] as
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well as Cormack [2007] provide a survey about current
techniques for the classification of spam e-mails.

Classification in regard to non-topical criteria is also
possible. Cohen et al. [2004] classified e-mails accord-
ing to so-called acts of speech. An act of speech is a
pair of a verb and a noun, like deliver information or
request meeting. Bennett and Carbonell [2005] tried
to recognize e-mails that require an action by the user
(action items). Their classification was performed on
document and sentence level whereas classification on
sentence level achieved the best results. Nenkova and
Bagga [2003] analysed e-mails of a contact center if
they require an immediate reply or not (root messages
vs. single messages). Antoniol et al. [Antoniol et al.,
2008] classified texts posted in bug tracking systems
– which are similar to e-mails – into different kind of
activities, like bug, enhancement, refactoring etc.

Most research focuses on term features only and per-
forms classification with respect to a single facet. Fur-
thermore, only corpora in English are used. Our ap-
proach takes also non-term features into account and
is evaluated with a German language corpus.

3 Collection

The d.velop AG1 is a German software company for
solutions and systems in the area of document man-
agement. In order to give their customers support
on their products the support department has imple-
mented a helpdesk solution in which customer requests
are stored, tracked and routed to appropriate agents.

The d.velop AG has made a subset of support e-
mails – so-called tickets – available for this research
work. One motivation for this step is the question
whether the helpdesk process can be made more effi-
cient with the support of automatic classification. Fur-
thermore, the d.velop AG has developed commercial
solutions for managing e-mails and aims at improving
their products based on research work.

Our collection consists of 2000 e-mails that were re-
ceived from October 2007 to May 2008 by the support
system at d.velop AG. A multi-facet classification was
performed by the employees of the helpdesk which we
used for training and testing of classifiers.

Every incoming e-mail is stored in two files by the
support system. One file contains the actual content
while the other file contains metadata. The meta-
data includes the classifications in respect to the three
facets which were performed by the employees of the
helpdesk. This classfication is used for the training
of the classifiers. In order to handle the data more
easily we created a single XML file which comprises
all relevant data. Furthermore, we cleaned up the
classes and deleted tickets internal to d.velop. Some
rare classes were also removed while some other classes
were merged.

In the following the classes of each facet are de-
scribed.

Topic Each product or service forms a class. A class
consists of three parts, namely the product, the
module and the component. The module and the
component part can also be empty. Thus, the
classes build several hierarchies. Figure 1 illus-
trates an extract of the class hierarchies.

1http://www.d-velop.de/en/

Figure 1: Extract of the class hierarchies of the facet
topic

Some classes occur quite often, such as d.3 ex-
plorer, while others occur very rarely, like d.3 ad-
min ldap. 31 classes remained after cleanup.

Support Type The classes of the support type are
• error report, if an error occurs in the software

(merged from 2 very similar classes);
• questions concerning handling/config/doc, if

there are questions about the handling, con-
figuration or documentation of the software;

• consultation, if a customer requests consulta-
tion about products or services and

• miscellaneous, for all other possible types of
requests.

Three other classes were ignored since they were
rarely used. About 70% of the tickets belong to
the class error report. Note that a classification as
error does not make a statement about the sever-
ity or if it is a product error at all.

Priority A ticket can be classified as urgent if it re-
quires an immediate response, like an error re-
port about a problem that crashes a complete sys-
tem. Otherwise, a ticket is classified as not urgent.
Both classes comprise two of the original four pri-
ority classes. Most tickets are not urgent.

Figure 2: Example of a ticket that was received via
e-mail

Fig. 2 shows an example of a ticket2 received via e-
mail. A customer asks if it is possible to add a new
shortcut to a menu. With regard to the facets this
ticket is classified as
• d.view (facet topic),
• question concerning handling/config/doc (facet

support type) and
• not urgent (facet priority).
2Some details were made irrecognisable because of pri-

vacy reasons. Telephone numbers are fictitious.
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4 Multi-facet Classification
Classification was performed with Support Vector Ma-
chines (SVMs). Due to the fact that most text classifi-
cation problems are linearly separable [Joachims, 1998]
a linear kernel was employed. SVMs are used with a
classic representation of documents, but including also
non-term features besides term features. That is why
this technique is called extended indexing in the fol-
lowing.

Alternatively, we utilised k-Nearest-Neighbour (k-
NN) as classification techniques. For k-NN we made
use of a probabilistic, decision-oriented indexing tech-
nique developed by Fuhr and Buckley [1991]. Features
of terms and documents (tickets) x are defined as

~x(t, d) = (x1(t, d), x2(t, d), . . . , x3(t, d)),

whereas t denotes a term and d denotes a document.
For example, ~x(t, d) could be defined as

x1(t, d) =
{

1 if t in d occurs once
2 if t in d occurs at least twice

x2(t, d) = idf(t)

x3(t, d) =
{

1 if t occurs in the subject of d
0 else

,

with idf(t) as the inverse document frequency of t.
These features are used to learn an indexing function
which estimates P (R|~x(t, d)) based on a learning sam-
ple Lx. Beckers [2008] shows in detail how Lx is con-
structed. This probability is then used as indexing
weight for term t in document d. The terms of the
tickets and their weights are used as features for clas-
sification with k-NN. Logistic regression based on a
maximum-likelihood criterion was employed to learn
the indexing function. Our approach is similar to that
of Gövert et al. [1999], who classified web documents
of Yahoo’s web catalogue.

After the representations of the tickets have been
created, normalisation of the data was applied. SVMs
as well as k-NN require normalisation since features
with large values would otherwise overlie features with
small values. The preparation of the collection and the
features are outlined in the following.

4.1 Features
We regard term features as well as non-term features
for classification. We defined features which seem to
be useful for our task. Features and groups of fea-
tures, respectively, are divided into feature categories.
For each of our three facets all features are regarded.
We defined the following feature categories for the ex-
tended indexing.
Terms The most obvious features are the terms which

appear in the tickets. They can be either repre-
sented as sets of words or the frequency of their
occurrence can be regarded. Another possibility
is not to consider all terms but only terms from
a dictionary (special terms). N-grams are usually
used to take the context of terms into account. We
only use bigrams because n-grams with n > 2 ex-
cessively increase the dimensionality of the data.
Thus, most n-grams would only occur rarely or
once. Finally, there are some statistics features;
the count of the number of terms and the number
of different terms.

Term position Not only the terms can provide
meaningful features for classification. A term can
appear in certain fields, like the subject or the
attachment and at different places of the body.
Thus, the body is divided into three thirds. Also,
a simple recognition of interrogative sentences is
performed. A suffix representing the position is
appended to each term. These terms plus suffix
are used as features.

Punctuation The usage of punctuation may also
be useful for classification [Nenkova and Bagga,
2003]. Consider the following sentence of a ticket:
“This does not work!”. An exclamation mark may
be used more often in problem reports than in
questions concerning the documentation. Thus,
there are features about the usage (number, rel-
ative number and if there are three in a row) of
exclamation and question marks.

Attachment The attachment is used to create fea-
tures as well. The actual content of the attached
files is ignored since it is nearly impossible to ex-
tract data from all possible attachment types. If
there are attachments and the types thereof are
regarded. There are binary features for each of
the following file types:
• log files (*.log)
• text files (*.txt)
• XML files (*.xml)
• temporary files (*.tmp, *.temp)
• images (*.jpg, *.png, *.bmp, *.tif, *.gif, . . . )
• archives (*.zip, *.jar, *.rar)
• miscellaneous

Sender The sender address is used as feature in its
entirety. The domain part of the address is used
as another feature. There is also some historical
information about the classes of past tickets.

Length The length of the subject and the length of
the body are two more features. Note that these
both features count the character length while the
length feature from the feature category terms
counts the terms.

Time The date and the time of an incoming ticket is
also of potential value for classification. We use
several features of time. There are 7 binary fea-
tures that indicate the day of the week. The 24
hours of a day are divided into several blocks. For
each of these blocks there is also a binary feature.
Finally, a binary feature shows if the time is dur-
ing usual labour time.

Characters Problem reports often have inlined snip-
pets of e. g. log files or error messages which con-
tain many special characters. Some special char-
acters that we regard are e. g. the following:

- [ ] ( ) { } : _ + = # * $ & % / \ ~ | @

An overview about the features described above can
be found in tables 10 and 11 in the appendix.

The probabilistic, decision-oriented indexing re-
quires different definitions of term features and thus
different defined feature categories (see sec. 4). All
other non term-related feature categories stay the
same. These features are used to learn an indexing
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function with logistic regression. The indexing func-
tion is then used to compute the weights for the terms
of the tickets.

Terms The term frequency and the inverse document
frequency of a term build this feature category as
well as a binary feature that checks if a terms be-
longs to the most frequent terms. The statistics-
related features are defined as stated above.

Term position All features from this feature cate-
gory are defined along the lines of the feature cat-
egory of the extended indexing but they corre-
sponded to terms instead of tickets.

A more detailed description of the features as well
as additional examples are provided by Beckers [2008].

5 Evaluation

We used the classic 10-fold stratified cross validation
for testing of our concepts. Our main questions are:

• Is it possible to classify with higher quality com-
pared to a given baseline?

• How do the different approaches (ext. indexing &
SVM and prob. indexing and k-NN) perform?

• Which features are appropriate for the different
facets? We think that not only set of words should
be regarded as features, especially for non-topical
facets.

In the following, we describe the implementation, the
creation of the training/test collection, the selection
of appropriate evaluation measures and finally the
achieved results.

5.1 Implementation

Our experiments were performed with the open-
source data mining framework RapidMiner3. Addi-
tional functionality has been implemented by means
of RapidMiner ’s plug-in mechanism. For classification
with SVMs we selected the LibSVM operator which
wraps the well-known LIBSVM4 library. A built-in
operator was used for k-NN. We applied RapidMiner
in version 4.2. All experiments ran on a computer
with AMD Phenom 9550 2.2 GHz, 4 GB RAM, De-
bian 2.6.18.gfsg-1-22 (Xen) and Java JDK 6 Update 7
64 bit.

5.2 Training and Test Collection per
Facet

The complete collection consists of 2000 tickets. The
maximum number of available tickets is used for the
facet topic. Tickets with rare classes were removed,
that is, classes that only occur less than 15 times. This
results in 1643 tickets usable for classification. Due to
time constraints only 1000 arbitrary tickets were se-
lected for the facet support type. As there are only four
different classes a smaller number of tickets is likely to
be sufficient. Because of the poor quality of the clas-
sification for the facet priority we used 150 manually
selected tickets for each class.

3http://sourceforge.net/projects/yale/
4http://www.csie.ntu.edu.tw/~cjlin/libsvm/

5.3 Evaluation Measures
Due to the different nature of the facets, a single eval-
uation measure for all facets would not have been ap-
propriate. It seems reasonable to define a cost-based
measure which takes the hierarchical structure of the
classes from the facet topic in to account. costji de-
notes the costs of classifying an instance of class cj as
instance of class ci. The classification costs are defined
as

cost =
1

|Test| ·
∑

t∈Test

cost
actualClass(t)
predictedClass(t),

whereas actualClass(t) and predictedClass(t) denote
the index of the actual and the predicted class, respec-
tively. Test denotes the set of test instances.

costs
cpredicted equals cactual 0

cpredicted is ancestor of cactual(2→ 3) 0.3
cpredicted is ancestor of cactual(1→ 2) 0.3
cpredicted is ancestor of cactual(1→ 3) 0.7

cactual is ancestor of cpredicted(2→ 3) 0.3
cactual is ancestor of cpredicted(1→ 2) 0.3
cactual is ancestor of cpredicted(1→ 3) 0.7

cpredicted and cactual are siblings (3) 0.3
cpredicted and cactual are siblings (2) 0.7

otherwise 1

Table 1: The classification costs of a ticket of class
cactual that was predicted as class cpredicted for the
topic facet

Table 1 shows the costs that are heuristically de-
fined based on experience. The numbers in brackets
denote the levels in the hierarchy. A correct classifica-
tion does not produce any costs while a classification
that is completely wrong produces maximum costs. If
a predicted class is an ancestor or a sibling the costs
are somewhere in between.

A ticket of class d.view (see fig. 2) which gets clas-
sified as d.view admin would cause costs of 0.3.

For the facet support type the well-known accuracy
was used [Sebastiani, 2002]. There’s no evidence that
it makes sense to assign different costs for wrongly clas-
sified tickets. The accuracy a is defined as

a =
TP + TN

TP + TN + FP + FN
,

with the usual definition of TP (true positive), FP
(false positive), TN (true negative) and FN (false neg-
ative).

Cost matrix predicted class
for priority urgent not urgent

actual urgent 0 2
class not urgent 1 0

Table 2: Cost matrix for facet priority

The facet priority also uses a cost-based measure
(see table 2). It is worse to classify an urgent ticket
as not urgent than classifying a not urgent ticket as
urgent. It is important that the processing of urgent
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tickets is not delayed by an erroneous classification.
That is why the costs are twice as much for the former
case as for the latter case.

5.4 Results
First, we examined the term features including term
modification (stemming, stop word removal, removal
of rare terms) in detail. If feature categories have
shown to be useful they were kept for the following
experiments. Afterwards, the non-term features were
analyzed. We performed an experiment that covered
all non-term feature categories and then for each non-
term feature category an experiment without it was
performed in order to determine its usefulness. Finally,
all useful term and non-term features were regarded.
The optimal parameters for SVM and k-NN were es-
timated after each step, namely C and k, respectively.
To handle multi-class problems with SVMs we utilised
the one vs. one approach [Hsu and Lin, 2002]. Beck-
ers [2008] provides a more detailed description of the
results and computed additional evaluation measures
for the best results.

Baselines
We regarded two different baselines, namely a random
classification and a classification taking the most com-
mon class (mode). Table 3 shows the baselines for
each facet. Note that costs are the better the smaller
they are while the accuracy should be as high as possi-
ble. Based on these baselines we perform t-tests with
α = 0.05 (I) and α = 0.01 (H). There is no mode
baseline for the priority (see sec. 5.2).

mode random measure
topic 0.7117 0.8613 costs
support type 0.7179 0.2393 accuracy

0.24191

priority – 0.7334 costs
1 All instances were weighted inversely propor-

tional with the occurrence frequency of their
class.

Table 3: Results of the baseline experiments

Facet Topic
Ext. Indexing & SVM Table 4 shows the results of
the experiments for this facet. The best result (0.3954)
of SVMs was achieved by applying simple term fea-
tures with binary weights (set of words) and term mod-
ification (printed in bold font). Only special terms as
feature also achieved good results (row 4) but with
a lower dimensionality of the data and thus with in-
creased performance. So, if a slight decrease of classi-
fication quality is acceptable, then a significant faster
learning of classifiers is possible. Bigrams apparently
were not appropriate. The term position features were
also of some value for classification. All non-term fea-
tures except sender and character features provided
useful information for classification. Using both term
and non-term features could not increase the classifi-
cation quality. All results are statistically significant
w. r. t. both baselines. As expected term features are
the most useful features. Non-term features decreased
the costs below the baselines but they could not im-
prove the overall classification quality.

experiment costs SM1 SR2

terms (binary) 0.4212 H H
terms (binary & mod.) 0.3954 H H
terms (tf) 0.5082 H H
terms (special terms) 0.4154 H H
terms (bigrams) 0.5424 H H
terms 0.3957 H H
term position 0.4454 H H

all non-term features 0.6359 H H
without punctuation 0.6362 H H
without attachment 0.6779 H H
without sender 0.6252 H H
without length 0.636 H H
without time 0.6363 H H
without characters 0.6357 H H

all 0.3991 H H
1 significance compared to the mode baseline
2 significance compared to the random baseline

Table 4: Results of experiments for the facet topic
(SVM & ext. indexing)

Prob. Indexing & k-NN The use of weights from
a learned indexing function for k-NN showed better re-
sults than the use of simple binary occurrence weights
(see tab. 5). Due to performance reasons and time con-
straints the sender feature category was ignored and
only a single experiment with different features than
set of words was performed (as for all other facets).
The best result is slightly better than the best result
of the ext. indexing with SVM. All results are also
statistically significant in respect of both baselines.

experiment costs SM SR
binary weights 0.5562 H H
binary weights & term mod. 0.5221 H H

weights by ind. func. 0.3909 H H

Table 5: Results of experiments for the facet topic
(k-NN & prob. indexing)

Facet Support Type

Ext. Indexing & SVM The best result for SVMs
were delivered by the term position features (0.7556).
Table 6 shows all results. Term features with term
modification, tf weights or bigrams worsened the ac-
curacy in comparison to simple binary occurrence
weights. Due to the skew class distribution we applied
an equal weighting technique to avoid useless results
(see [Beckers, 2008] for more details). Attachment fea-
tures and time features of the non-term features had
not proven as useful whereas the other non-term fea-
tures (punctuation, sender, length, characters) are of
value for classification. Most results are statistically
significant while a few are only weak or not statisti-
cally significant compared to the baselines. In contrast
to the facet topic not binary term features but term
position features have achieved the best result. This
supports our hypothesis that also other features should
be taken into account for non-topical facets.
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experiment acc. SM SR
terms (binary) 0.7393 H
terms (binary & mod.) 0.7240 H
terms (tf) 0.7321 I H
terms (bigrams) 0.7199 H
terms 0.7403 I H
term position 0.7556 H H

all non-term features 0.2904 H I
without punctuation 0.2655 H
without attachment 0.3065 H H
without sender 0.2712 H
without length 0.2730 H
without time 0.3002 H H
without characters 0.2774 H I

all 0.7556 H H

Table 6: Results of experiments for the facet support
type (SVM & ext. indexing)

Prob. Indexing & k-NN The usage of weights by a
learned indexing function achieved the best results for
k-NN (see tab. 7). Term modification also increased
the accuracy. Again, all results are statistically signif-
icant. Overall, the best result is slightly worse than
the best result of the ext. indexing & SVM (0.7271 vs.
0.7556).

experiment acc. SM SR
binary weights 0.72398 H
binary weights & term mod. 0.72403 H

weights by ind. func. 0.7271 H

Table 7: Results of experiments for the facet support
type (k-NN & prob. indexing)

Facet Priority

Ext. Indexing & SVM The results of the experi-
ments with SVMs are shown in table 8. The best result
with term features only was achieved by terms with bi-
nary occurrence weights and term statistics features.
As seen before for the other facets, tf weights and bi-
grams could not increase the classification quality. All
non-term features except character features improved
the classification quality. The usage of all available
features resulted in the lowest costs (0.3967). Most
results are statistically significant. Non-term features
were able to increase the classification quality together
with term features.

Prob. Indexing & k-NN The best accuracy was
again achieved with term weights by a learned index-
ing function. Even the best result of ext. indexing
with SVM is outperformed. Term modification was
also useful. All results are statistically significant.

5.5 Discussion
Results that are statistically significant better than the
baselines can be achieved for all of the three facets. In
the following, some other observations we made are
described.

experiment costs SR
terms (binary) 0.4033 H
terms (binary & mod.) 0.44 H
terms (tf) 0.49 H
terms (special terms) 0.6634
terms (bigrams) 0.5567 H
terms 0.3967 H
term position 0.4167 H

all non-term features 0.4567 H
without punctuation 0.48 H
without attachment 0.56 H
without sender 0.4933 H
without length 0.49 H
without time 0.5067 H
without characters 0.4567 H

all 0.3833 H

Table 8: Results of experiments for the facet priority
(SVM & ext. indexing)

experiment costs SR
binary weights 0.4003 H
binary weights & term mod. 0.3475 H

weights by ind. func. 0.2997 H

Table 9: Results of experiments for the facet priority
(k-NN & prob. indexing)

• The estimation of the parameters for SVMs is a
very time-consuming task. Some experiments ran
several days; in particular, the topic facet with 31
classes. Due to the one vs. one classification ap-
proach k·(k−1)

2 = 31·(31−1)
2 = 465 classifiers had to

be learned for a single classification model. The
learning of an indexing function with logistic re-
gression took also some days.
• The best results for the facets were achieved by

different sets of features. We have shown that it
is reasonable to regard also other types of features
than just simple set of words. This is in particular
the case if classification is performed with respect
to a non-topical facet. For the facet topic classic
sets of words have been the best features.
• Bigrams and tf weights were not useful in any

facet. This can be explained due to the fact that
bigrams increase the dimensionality of the data.
Thus, many bigrams only appear once or twice
in the whole collection. Our experiments support
that tf as weighting schema has proved to be im-
portant for information retrieval but for text clas-
sification no such statement can be done.
• Both extended indexing & SVMs and probabilis-

tic, decision-oriented indexing & k-NN have pro-
duced results which are statistically significant
better than the corresponding baselines. The dif-
ferences between both techniques were higher for
non-topical facets than for the topical facet.

6 Conclusion and Outlook
In comparison to other classification problems it is
more difficult to achieve good classification results for
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the given task. For one thing the quality of the existing
classification is rather poor for some facets, especially
priority. For another thing the difference between two
arbitrary classes is not as distinct as e. g. between spam
and no spam in spam classification. Nonetheless, for
all facets statistically significant results above the base-
lines have been achieved.

Extended indexing & SVMs as well as prob. index-
ing & k-NN have both shown good results. Thus, no
conclusion about what technique is generally better for
our task can be drawn.

Additional facets, such as e. g. speech act or sen-
timent, can be considered. However, our collection
does not contain data that is required for these facets.
Frommholz and Fuhr [2006] outline some more possi-
ble facets. The increasing spreading of d.velop prod-
ucts in other countries than Germany poses new chal-
lenges concerning multilingual tickets. The language
of a ticket could also be meaningful for classification.

Further improvements could be made with learn-
ing techniques that take the classification costs into
account during the learning phase (cost based learn-
ing). Furthermore, feature selection and weighting
could increase the classification quality as well as the
(time) performance. A more comprehensive evalua-
tion should not only take the multi-facet classification
in an isolated way into account but should also inves-
tigate whether the multi-facet classification is actually
meaningful for employees of the helpdesk and supports
them in their daily work.
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A Tables of features

Feature group #Features Description

TERMS ∼ All terms of a ticket
SPECIAL TERMS ∼ All special terms with a postfix

SPECIAL TERMS COUNT 1 number of special terms
BIGRAMS ∼ Bigrams from body and subject

DIFFERENT TERMS 2 Number of different terms and their relative number in comp. to all terms
TERMS COUNT 3 Number of terms everywhere, number of terms in body and subject

NO CHARACTER OR DIGIT 2 Number and relative number of special characters

TERMS IN FIRST THIRD ∼ All terms in first third of the body with postfix
TERMS IN SECOND THIRD ∼ All terms in second third of the body with postfix
TERMS IN THIRD THIRD ∼ All terms in third third of the body with postfix

TERMS IN SUBJECT ∼ All terms in subject with postfix
TERMS IN ATTACHMENT ∼ All terms in attachment with postfix

TERMS IN QUESTIONS ∼ All terms in questions with postfix

QUESTION MARKS 2 Number and relative number of question marks
THREE QUESTION MARKS 1 If ??? occurs

EXCLAMATION MARKS 2 Number and relative number of exclamation marks
THREE EXCLAMATION MARKS 1 If !!! occurs

HAS ATTACHMENT 1 If there’s an attachment
ATTACHMENT TYPE 7 type of the attachment (log, text, xml, tmp, image, archive or misc.)

FROM ∼ The sender of the ticket
FROM COMPANY ∼ The domain part of the sender
FROM HISTORY ∼ The last few classes of tickets from the sender

FROM COMPANY HISTORY ∼ The last few classes of tickets from the sender (domain part)

SUBJECT LENGTH 1 Number of characters in subject
BODY LENGTH 1 Number of characters in body

DAY OF WEEK 7 The weekday of the ticket
WORKING HOURS 1 if the time of the ticket is during usual working times

TIME BLOCKS ∼ Time block of the time of the ticket

Table 10: Table of features (ext. indexing)

Feature group #Features Description

termFrequency 1 Frequency of a term in a ticket
inverseDocumentFrequency 1 idf of a term

mostFrequentTerms 1 If a term belongs to the most common terms
. . . . . . . . .

termInSubject 1 If a terms occurs in the subject
termInAttachment 1 If a term occurs in the attachment

termPositionInBody 3 Three features to indicate where (three thirds) a term appears
termInQuestion 1 If a term occurs in a question

Table 11: Table of features (prob. indexing)

Note: ∼ denotes a variable number of features, because the concrete number depends on the number of terms in a ticket or on other properties of a

ticket.
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Abstract
The principle of polyrepresentation is one of the
fundamental recent developments in the field of
interactive retrieval. An open problem is how to
define a framework which unifies different as-
pects of polyrepresentation and allows for their
application in several ways. Such a framework
can be of geometrical nature and it may embrace
concepts known from quantum theory. In this
short paper, we discuss by giving examples how
this framework can look like, with a focus on in-
formation objects. We further show how it can be
exploited to find a cognitive overlap of different
representations on the one hand, and to combine
different representations by means of knowledge
augmentation on the other hand. We discuss the
potential that lies within a geometrical frame-
work and motivate its further development.

1 Introduction
One of the promising recent developments in information
retrieval (IR) is the idea of polyrepresentation, which came
up as a consequence of cognitive theory for interactive IR
[Ingwersen and Järvelin, 2005]. The basic idea is that en-
tities may be interpreted or represented in different func-
tional and cognitive ways. Finding relevant documents
goes along with finding the cognitive overlap of function-
ally or cognitively different information structures.

We can regard polyrepresentation w.r.t. information ob-
jects [Skov et al., 2006]. For instance, a Web document
can be represented by its content (which reflects the au-
thors view on the document). Nowadays, it is common
that users annotate a document in several ways. Annota-
tions may be, for instance, comments, opinions, tags or rat-
ings. Such annotations provide a cognitively different rep-
resentation of a document, in this case reflecting the users’
view on it. Another form of polyrepresentation considers
the user’s cognitive state [Kelly et al., 2005] and different
search engines [Larsen et al., 2009]. The former one in-
cludes the work task, the perceived information need, the
experience and the domain knowledge, and others. The lat-
ter one sees different search engines as different reflections
of the cognitive view of its designers on the retrieval prob-
lem. One of the conclusions from evaluating all these facets
of polyrepresentation is that the more positive evidence is
coming from different representations, the more likely is
the object in the cognitive overlap relevant to a given infor-
mation need.

The experiments on polyrepresentation suggest that
search effectiveness can benefit from a retrieval model

which explicitly supports the principle of polyrepresenta-
tion. What is missing so far is a unified view which in-
corporates the different facets of polyrepresentation which
allows for determining cognitive overlaps, but can go even
beyond. For instance, different representations may be
combined, as it is possible with knowledge augmentation
(see below), to create a new representation. A unified view
for polyrepresentation should also consider the combina-
tion of the concept of polyrepresentation with the dynam-
ics arising from interactive retrieval. Such a view can be
based on a geometrical model, as it was discussed in [van
Rijsbergen, 2004]. A growing number of geometrical mod-
els, inspired by quantum theory, were introduced recently.
For example, Piwowarski and Lalmas propose a geometri-
cal framework which takes into account the evolution of the
user’s information need (represented as a vector in a Hilbert
space) [Piwowarski and Lalmas, 2009]. So far, the concept
of polyrepresentation has not been discussed in this model.

The considerations presented here are a first attempt
to describe the notion of polyrepresentation (in particular
w.r.t. information objects) in a geometrical way. They are a
starting point for further discussion into how we can com-
bine the idea of polyrepresentation and geometrical mod-
els, possibly inspired by quantum theory.

2 Towards a Geometrical Model
Our discussion starts with an example of how document
features in different representations can be expressed geo-
metrically. A representation of a document can be based on
a set of distinct features. Such features can be topical, like
the appearance of a term in a document, or non-topical, for
example the document genre or the page rank. Documents
may have static features (like terms and their weights), but
they can also be dynamic (e.g., a property which shows
whether a document was presented to the user or not). In
general, we assume that for a feature f we can estimate the
probability Pr(f |d) that we observe the feature given that
we observed d. Similarly, Pr(f |d) = 1− Pr(f |d) denotes
the probability that we do not observe the feature.

Before we continue our considerations by giving an ex-
ample, we introduce the notation, which is used in quantum
mechanics as well.

2.1 Notation
We give a short introduction to the Dirac notation, which
we are going to use in the following. A vector x in a real1 n-
dimensional Hilbert space H can be written as a so-called

1Our considerations can be expanded to complex Hilbert
spaces, but for the time being it is sufficient to assume that H
is spanned overR
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ket in Dirac notation:

|x 〉 =

 x1

...
xn


with x1, . . . xn ∈ R. Transposed vectors are represented
as a bra, that is 〈x | = (x1, . . . , xn). Based on this we
can define an inner product between two vectors x and y as
〈x | y 〉 =

∑n
i=1 yixi if we assume a canonical basis.

Besides inner products, we can also define an outer prod-
uct as |x 〉 〈y | = xyT , which yields a square n × n ma-
trix in our case. Each such matrix can be regarded as a
linear transformation or operator. Projectors are idem-
potent, self-adjoint linear operators; they can be used to
project vectors onto subspaces. For example, let |e0 〉 =
(1, 0)T and |e1 〉 = (0, 1)T be the base vectors of a two-
dimensional vector spaceH, and |x 〉 = (x1, x2)

T a vector
in H. Then P = |e0 〉 〈e0 | is a projector onto the one-
dimensional subspace spanned by |e0 〉; P |x 〉 = (x1, 0)T

is the projection of |x 〉 onto that subspace. ||x|| =√∑n
i x

2
i denotes the norm of a vector, and ||x|| = 1

means the vector is a unit vector. If |e0 〉 , . . . , |en 〉 form
an orthonormal basis of a Hilbert space, then tr(T) =∑n

i=1 〈ei |T |ei 〉 is called the trace of the matrix T. It
is the sum of the diagonal elements of T.

2.2 Polyrepresentation of Information Objects
Representing Document Features
Our basic idea is to encode every feature in a qubit (quan-
tum bit). A qubit is a two-dimensional subspace whose
base represents two possible disjoint states |0 〉 = (1, 0)T

and |1 〉 = (0, 1)T . We give some examples of how a doc-
ument feature, in particular a term, can be expressed as a
qubit.

Let us assume we have a probabilistic indexer which as-
signs two probabilities to each term w.r.t. its correspond-
ing document: Pr(t|d) is the probability that document d
could be indexed with t, and Pr(t|d) = 1 − Pr(t|d) is the
probability that it could not. Let |0t 〉 and |1t 〉 be the base

Figure 1: A term feature of d in a qubit

vectors of the qubit for term t. If we set α =
√

Pr(t|d)
and β =

√
Pr(t|d), then |d 〉 = α · |1t 〉 + β · |0t 〉 is

a unit vector (length 1). The situation is depicted in Fig-
ure 1 with Pr(t|d) = 0.8 and Pr(t|d) = 0.2 resulting in
|d 〉 = (d1, d2)

T = (
√

0.8,
√

0.2)
T

in this qubit.

Retrieval with Polyrepresentation Example
Let us assume that we have a collection consisting of two
terms, t1 and t2, and a document d with a user comment
(annotation) a attached to it, so we have two cognitively
different representations of the same document. We denote

these two representations by two vectors, |dc 〉 for the con-
tent view and |da 〉 for the annotation view on d. We give
an example of how we can derive a simple well-known re-
trieval function from our representation, namely the tradi-
tional vector space model (VSM) which measures the simi-
larity between a document and query vector in a term space.
In order to support this, we need to transform our represen-
tation based on qubits into the classical vector space repre-
sentation where the terms are the base vectors. One way to
achieve this is to create a new vector |d′c 〉 = (d′1, d

′
2)

T with
d′1 = |1t1 〉 〈1t1 | |dc 〉 (the projection of |dc 〉 onto |1t1 〉)
and d′2 = |1t2 〉 〈1t2 | |dc 〉. |d′c 〉 is then a vector in the clas-
sical term space known from the VSM. We can create |d′a 〉
out of |da 〉 analogously. The new situation is depicted in
Fig. 2. We can see that in contrast to the classical VSM,
where the document is represented by only one vector, we
now have two vectors for d, namely |d′c 〉 and |d′a 〉. We
further assume that

∑2
i=1 Pr(ti|d) = 1 =

∑2
i=1 Pr(ti|a),

which means that |d′c 〉 and |d′a 〉 are unit vectors. We can

Figure 2: Document representation and query

represent a content query as a normalised vector |q 〉 in the
term space. We measure the similarity between the query
and the two document representations by applying the trace
function: tr(|q 〉 〈q | |dc 〉 〈dc |) = | 〈q | dc 〉 |2. This equals
cos2 α (whereα is the angle between |dc 〉 and |q 〉) because
we assume all vectors to be normalised. The beauty of this
is that the resulting similarity value can be interpreted as
a probability; see [van Rijsbergen, 2004, p. 83] for further
details. By calculating the similarity between |q 〉 and |da 〉
analogously, we get two probabilities, one for the content
representation and one for the representation of the docu-
ment by its comment. These probabilities can now be used
to determine the cognitive overlap of these representations
and they can be combined to calculate the final score of d
w.r.t. q.

We have seen that we can derive a well-known retrieval
function from our representation. But what is the benefit
from expressing features as qubits, when at least for term
features we could have created a term space without in-
troducing them? To answer this, we will now give an ex-
ample of the possible combination of different representa-
tions, which relies on the proposed description of features
as qubits.

Combination of Representations and Knowledge
Augmentation
One may wonder whether the representation of features as
a qubit is too redundant, since at least for the term fea-
tures we also store Pr(t|d), the probability that a document
cannot be indexed with a certain term. While in general
for other features it might be useful to store this probabil-
ity as well, it can be incorporated in a senseful way when
we want to combine different representations to create a
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new one. This happens when for example we apply the
concept of knowledge augmentation. Here, we augment
our knowledge about an object with other objects which
are connected to it, according to the probability that we
actually consider them (see, e.g., [Frommholz and Fuhr,
2006] for a discussion of knowledge augmentation with an-
notations). Knowledge augmentation basically means to
propagate features and their weights from connected ob-
jects to the one under consideration. A simple example
shall illustrate knowledge augmentation in a geometrical
framework. Again, we have a document d and an associ-
ated annotation a. We want to augment d with a, which
means to propagate all term probabilities in a and also d
to an augmented representation of d, denoted d∗. In d∗,
the terms (features) and probabilities of d and a are ag-
gregated. Along with a goes Pr(cad), the probability that
we consider a when processing d. One can think of this
as a propagation factor2. We can store this probability in
a qubit as discussed above; the corresponding vector is
|c 〉 = (c1, c2)

T =
√

Pr(cad) · |1 〉 +√1− Pr(cad) · |0 〉.
Based on this, we can now propagate a term t from d and
a to d∗ as follows. Qubits can be combined by means of
tensor products, and we perform knowledge augmentation
by calculating the tensor product of |d 〉, |c 〉 and |a 〉:

|d∗ 〉 = |d 〉 ⊗ |c 〉 ⊗ |a 〉 =



d1 · c1 · a1

d1 · c1 · a2

d1 · c2 · a1

d1 · c2 · a2

d2 · c1 · a1

d2 · c1 · a2

d2 · c2 · a1

d2 · c2 · a2


|d∗ 〉, which represents d∗, is a vector in an 8-dimensional
space. The first element of |d∗ 〉 expresses the event that
we index d with t (d1) and consider a (c1) and a is indexed
with t (a1). The fifth element denotes the case that we do
not index d with t (d2) and consider a (c1) and a is in-
dexed with t (a1). Similarly for the other 6 elements. Each
base vector thus represents a possible event, and all these
events are disjoint. In fact, the resulting vector represents a
probability distribution over these events and is thus a unit
vector.

How can we now calculate the probability Pr(t|d∗) that
we observe t in the augmented representation d∗? We ob-
serve t in the augmented representation in the following
five cases: when we observe it in d, and when we do not ob-
serve it in d, but consider a and observe t there. These are
exactly the events described by the first 5 elements of |d∗ 〉.
These elements contribute to Pr(t|d∗), whereas the last 3
elements of |d∗ 〉 determine Pr(t|d∗). To get Pr(t|d∗), we
project |d∗ 〉 to the subspace spanned by the first 5 base vec-
tors, and calculate the trace the projection. If Pt is such a
projector, then Pr(t|d∗) = tr(|d∗ 〉 〈d∗ |Pt). Similarly for
Pr(t|d∗). Having achieved both probabilities, we can store
them in a qubit as discussed above, and repeat the proce-
dure for the other terms. Note that in this example, we
combined a term-based representation with another term-
based representation, but we are not bound to this. We can
also combine topical and non-topical representations of a
document in a similar way.

2A discussion of this probability is beyond the focus of this
paper. It might be system-oriented, e.g. determined by the number
of comments, or user-oriented, for instance by rating comments as
important or less important.

3 Discussion
We have seen examples for polyrepresentation of informa-
tion objects in a unified geometrical framework. Document
features, be it content features expressed as terms, or non-
topical ones, can be represented with the help of qubits
which encode the probabilities that a certain feature can
be observed or not. In this way, we can integrate different
representations of documents in one model, calculate their
relevance and use this information to compute the cogni-
tive overlap. Different representations of documents may
also be combined, as we have seen for knowledge augmen-
tation. This way, we can exploit the polyrepresentation of
information objects to obtain a higher-level representation.
This simple example can of course not properly define a
whole geometrical framework. This paper is not meant to
deliver such a definition, but to undertake a first step to-
wards it and to further motivate it. The following discus-
sion shall reveal what we potentially gain when we further
specify a geometrical framework which also includes inspi-
rations coming from quantum mechanics.

We showed an example with different representations
of information objects. In fact, also a polyrepresentation
of search engines is potentially possible within our frame-
work. How different retrieval models (like the generalised
vector space model, the binary independent retrieval model
or a language modelling approach) can be described geo-
metrically is reported in [Rölleke et al., 2006]. It is in prin-
cipal possible to transfer these ideas into our framework,
although it has yet to be specified which further knowledge
(like relevance judgements) needs to be incorporated. An-
other extension of the model might also introduce polyrep-
resentation w.r.t the user’s cognitive state, which may be
represented as a vector similar to information objects.

The framework discussed in this paper may be used to
support other models which indirectly apply polyrepresen-
tation. An example is the Lacostir model introduced in
[Fuhr et al., 2008]. This model aims at the integration
and utilisation of layout, content and structure (and thus
polyrepresentation) of documents for interactive retrieval.
The core part of the model consists of certain operations
and their resulting system states. For instance, a selection
operator (basically a query) lets the user choose relevant
documents. Once relevant documents are determined, the
user can select suitable representations thereof with a pro-
jection operator. An organisation operator can be applied
by the user to organise the projected representations, for
instance in a linear list or graph. With the visualisation op-
erator, the user can choose between possible visualisations
of the organised results. During a session, the user can at
any time modify these operators. To support this model,
an underlying framework must be capable of handling the
different states the user and the system can be in as well as
the transitions between them. It also needs to deal with the
polyrepresentation of information objects. A geometrical
framework can potentially handle the different representa-
tions and the dynamics in such a system. At least the selec-
tion and projection operators might be mapped to geometri-
cal counterparts, whereas the organisation and visualisation
operators may benefit from a geometrical representation of
system states as vectors.

While we used some notations borrowed from quantum
mechanics, the examples so far are purely classical, but
with a geometrical interpretation. They give us a clue of the
tight relation between geometry and probability theory and
show the potential to embrace existing models in one uni-
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fied framework. However, we did not touch any concepts
used in quantum mechanics yet, like entanglement or com-
plex numbers. For instance, different representations of an
information object can be related, a property which we ap-
ply with knowledge augmentation. This relationship may
also be expressed by using one state vector per feature and
document, but with a different basis for each representa-
tion. Different representations may be entangled, and such
property could easily be included in our model. An open
question therefore is how the relationship between different
representations should be modelled.

4 Related Work
The idea of using geometry for information retrieval, go-
ing far beyond the VSM, was formulated in [van Rijsber-
gen, 2004]. In this book, the strong connection between
geometry, probability theory and logics is expressed. The
examples in this paper are further inspired by Melucci’s
work reported in [Melucci, 2008]. Here, contextual fac-
tors (which may be different representations of information
objects, but also reflect the user’s point of view) are ex-
pressed as subspaces. Information objects and also queries
are represented as vectors within these subspaces. Given
this representation, a probability of context can be com-
puted. This resembles the idea sketched in this paper, but
the approach is not focused on polyrepresentation of ob-
jects. In the model presented by Piwowarski and Lalmas,
a user’s information need is represented as a state vector
in a vector space which may for instance be set up by
(possibly structured) documents [Piwowarski and Lalmas,
2009]. Initially, less is known about the actual informa-
tion needs. Each user interaction gains more knowledge
about her information need, which lets the state vector col-
lapse until the information need is expressed unambigu-
ously. Schmitt proposes QQL, a query language which in-
tegrates databases and IR [Schmitt, 2008]. In his work,
he makes use of qubits as the atomic unit of retrieval val-
ues and interrelates quantum logic and quantum mechanics
with database query processing. Further approaches about
the relation of quantum theory and IR are reported in the
proceedings of the Quantum Interaction symposium (see,
e.g., [Bruza et al., 2009]).

5 Conclusion and Future Work
In this short paper, we showed by an example how polyrep-
resentation of information objects can be realised geometri-
cally. The goal is to undertake a first step towards a unified
framework for polyrepresentation, which is missing so far.
The example also shows how we can geometrically com-
bine different representations to a new one. A subsequent
discussion reveals some of the further possibilities coming
from a geometrical approach.

We will also investigate the integration of existing
quantum-inspired models into the framework, like the ones
reported in [Piwowarski and Lalmas, 2009] or [Melucci,
2008], which do not deal with polyrepresentation yet.
These models may thus be extended with the ideas that
came up in the discussion so far, like knowledge augmen-
tation and the possible entanglement of representations.
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Abstract 

Information Retrieval Systeme sollen möglichst 
robust arbeiten und ihren Benutzern unter einer 
Vielzahl von Bedingungen zufriedenstellende 
Ergebnisse liefern. Der Beitrag referiert Ansätze 
zur Entwicklung von robusten Systemen und 
zeigt, wie die Robustheit evaluiert werden kann. 
Die Ergebnisse des Robust Task des Cross 
Language Evaluation Forum (CLEF) 2008 wer-
den vorgestellt und unter verschiedenen 
Gesichtspunkten analysiert. 

1 Robustheit im Information Retrieval  

Wissen muss in vielerlei Kontexten und unter sehr 
heterogenen Bedingungen aktiviert werden und als 
Information den Benutzer erreichen. Robustheit ist daher 
ein Desiderat für Information Retrieval Systeme.  

Eine in der Praxis häufig angewandte Form der 
Evaluierung von Information Retrieval Systemen ist die 
Ego-Search. Dabei gibt jemand seinen eigenen Namen in 
das Eingabefeld für die Suche und wirft einen Blick auf 
die Ergebnisse. Diese Form der Evaluierung hält wissen-
schaftlichen Kriterien nicht stand. Prüfen wir einige dieser 
Kriterien ab und vergleichen wir die Ego-Search mit einer 
wissenschaftlichen Evaluierung nach dem Cranfield-Para-
digma. Die Nutzung nur einer Anfrage führt zu einem völ-
lig unzuverlässigem Ergebnis. Typischerweise nutzen 
Evaluierungen 50 Anfragen und mitteln die Einzelergeb-
nisse. Wird nur ein System betrachtet, so lässt sich über-
haupt keine Aussage über Qualität machen. Betrachtet der 
Juror in der Ego-Search nur die obersten Treffer, so stellt 
dies ebenfalls keinen gerechten Maßstab dar und schränkt 
das Ergebnis auf Anwendungsfälle ein, die eine hohe Prä-
zision erfordern. Viele Szenarien erfordern aber einen 
hohen Recall.  

Die Evaluierungsforschung kann seit einigen Jahren auf 
umfangreiche Daten aus den Initiativen Text Retrieval 
Conference (TREC), Cross Language Evaluation Forum 
(CLEF) und NTCIR zurückgreifen. So konnten genaue 
Analysen der Zuverlässigkeit von Retrieval-Tests erfolgen 
und viele der früher eher heuristischen Annahmen einer 
wissenschaftlichen Überprüfung unterziehen.  

2 Aktuelle Forschung zur Evaluierung 

Die Evaluierungen von Information Retrieval Systemen 
folgen meist dem Cranfield-Paradigma, welches die 

Bestandteile einer zuverlässigen vergleichenden Bewer-
tung benennt [Robertson 2008]. Mehrere Systeme bear-
beiten identische Aufgaben (Topics) für eine Menge von 
Dokumenten. Im Anschluss werden die Treffer zusam-
mengefasst und von menschlichen Juroren bewertet. Je 
nach der Position der relevanten und nicht-relevanten Do-
kumente in den Trefferlisten der Systeme können Quali-
täts-Maße berechnet werden, anhand derer die Systeme 
verglichen werden.  

Die Validität des Cranfield-Paradigmas wurde in den 
letzten Jahren aus mehreren Blickwinkeln analysiert. Wie 
viele Experimente, Systeme, Dokumente, Anfragen, Juro-
ren und Relevanzurteile sind eigentlich nötig, um zwei 
Systeme verlässlich vergleichen zu können und Rück-
schlüsse auf ihre Performanz außerhalb der Evaluierung 
ziehen zu können? 

Häufig wurde etwa die Subjektivität der Juroren 
bemängelt. Manche Forscher fanden weitere, aus ihrer 
Sicht relevant Dokumente unter den bisher nicht 
bewerteten oder den als negativ bewerteten Dokumenten. 
Die scheint den Relevanz-Urteilen als Fundament der 
Bewertung die Glaubwürdigkeit zu entziehen. Anhand 
von mehrfach bewerteten Dokumenten für TREC 4 nach-
gewiesen werden, dass tatsächlich bei den relevanten 
Dokumenten tatsächlich nur eine Übereinstimmung von 
zwischen 30% und 40% erreicht wurde [Voorhees 1998]. 
Gleichwohl wirkt sich dies aber nicht auf die Reihenfolge 
der Systeme aus. Der Vergleich zwischen den Systemen 
fällt unabhängig von Juroren sehr ähnlich aus [Voorhees 
1998].   

Die Variabilität zwischen den Topics ist bei allen 
Evaluierungen meist größer als die zwischen den 
Systemen. Dies wirft erneut berechtigen Zweifel an der 
Zuverlässigkeit der Evaluierung auf. Wenn die Topics 
sich sehr stark voneinander unterscheiden, dann könnte 
die zufällige Auswahl von einigen anderen Topics doch 
zu einem stark abweichendem Evaluierungsergebnis füh-
ren. Auch dies wurde mehrfach wissenschaftlich unter-
sucht. Dazu geht man vom Original-Ranking der Systeme 
aus, lässt einzelne Topics weg und betrachtet die Ergeb-
nisse der Evaluierung ohne diese Topics. Das Ergebnis ist 
eine Rangfolge von Systemen. Unter der zwar fragwür-
digen, aber plausiblen Annahme, dass das Ranking mit 
allen Topics das Optimum darstellt, kann nun das opti-
male mit dem neuen, mit weniger Topics erstellen Ran-
king verglichen werden. Korrelationen oder Fehler-Maße, 
die zählen, wie oft ein „schlechteres“ System vor einem 
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besseren platziert ist, liefern Maßzahlen für den 
Vergleich.  

Hier zeigte sich immer, dass die Rangfolgen der 
Systeme weitgehend stabil blieben und sich bis zu einer 
Menge von etwa 25 Topics wenig an dem Ergebnis der 
Evaluierung ändert [Sanderson & Zobel 2005, Mandl 
2008]. Auch hinsichtlich der Anzahl der Topics sind die 
typischen Evaluierung also sehr zuverlässig. Ab 25 
Anfragen kann man mit einem guten Level an Zuverläs-
sigkeit rechnen.   

Robustheit bedeutet für Produkte gemeinhin, dass sie 
auch unter wechselnden, schwierigen und unvorhergese-
henen Bedingungen noch einigermaßen zufriedenstellend 
funktionieren, wobei in Kauf genommen wird, dass sie 
nicht unbedingt besonders glänzen. Für Information 
Retrieval Systeme kommen hierfür unterschiedliche Kol-
lektionen oder Benutzer in Frage, jedoch liefert vor allem 
die bereits besprochene Variabilität zwischen einzelnen 
Aufgaben die größte Herausforderung.  

Die Qualität von Antworten im Information Retrieval 
schwankt zwischen einzelnen Anfragen sehr stark. Die 
Evaluierung im Information Retrieval zielt in der Regel 
auf eine Optimierung der durchschnittlichen Retrieval-
Qualität über mehrere Testanfragen (Topics). Sehr 
schlecht beantwortete Anfragen wirken sich besonders 
negativ auf die Zufriedenheit des Benutzers aus. Für die 
Steigerung der Robustheit ist es erforderlich, besonders 
die Qualität der Systeme für die schwierigen Topics zu 
erhöhen [Voorhees 2005]. Dazu ist sowohl die automa-
tische Vorhersage der Schwierigkeit als auch die Analyse 
und besondere Behandlung der vermutlich schwierigen 
Topics nötig. Dementsprechend verspricht die Analyse 
der einzelnen Topics großes Potential für die Verbesse-
rung der Retrieval-Ergebnisse [Mandl 2008].  

3 Entwicklung Robuster Systeme 

Für die Steigerung der Robustheit von Information 
Retrieval Systemen wurden bisher explizit einige 
Verfahren getestet. Bereits die Grundformreduktion kann 
als robuste Technik angesehen werden. Die robusten 
Techniken dienen meist zur der Steigerung der Perfor-
manz bei schwierigen Topics, jedoch können auch andere 
generelle Strategien zur Klassifizierung von Topics und 
ihrer spezifischen Behandlung durch bestimmte System-
komponenten als robuste Techniken gelten.  

Schwierige Anfragen entstehen oft dadurch, dass der 
Suchbegriff in der Kollektion gar nicht enthalten ist (out 

of vocabulary Problem). Dadurch entfalten Strategien zur 
Erhöhung des Recall wie automatisch generierten Ähn-
lichkeitsthesauri und Blind Relevance Feedback gar nicht 
die notwendige Wirkung. Als Strategie hat sich hier die 
Termerweiterung in einer anderen Kollektion bewährt. 
Dabei wird der nicht gefundene Begriff z.B. im Web 
gesucht, aus den Treffern werden häufig mit ihm in 
Beziehung stehende Terme extrahiert und mit diesen wird 
dann in der gewünschten Kollektion recherchiert.  

Aber auch andere Parameter der Termerweiterung 
werden analysiert [Tomlinson 2007]. In einem Experi-
ment im Rahmen von CLEF (siehe Abschnitt 5) berichten 
[Pérez-Agüera & Zaragoza 2008], dass Blind Relevance 
Feedback (BRF) zwar die durchschnittliche Qualität des 
Systems steigert (Mean Average Precision, MAP), jedoch 
die Robustheit verringert (Geometric Mean Average 

Precision, GMAP).  

Dieses Phänomen hat [Kwok 2005] ebenfalls für das 
Englische untersucht und dabei die Auswirkungen von 
Blind Relevance Feedback auf unterschiedlich schwierige 
Anfragen analysiert. Es zeigte sich, dass  BRF für mittel-
schwere Aufgaben zu positiven Effekte führte, während es 
bei schwierigen und leichten Anfragen eher Verschlechte-
rungen bewirkte. Dies lässt sich möglicherweise dadurch 
erklären, dass leichte Anfragen bereits im ersten Durch-
lauf relative gut beantwortet werden und BRF weniger 
relevante Terme hinzufügt. Dagegen funktioniert BRF bei 
sehr schwierigen Anfragen nicht, weil das erste Ergebnis 
so schlecht ist, dass keine guten Erweiterungsterme 
gefunden werden [Kwok 2005].  

Darauf aufbauende Arbeiten versuchen, die Kohärenz 
der besten Treffer zu untersuchen. Die Kohärenz in der 
gesamten Kollektion und den inhaltlichen Zusammenhang 
der besten Treffer vergleichen [He et al. 2008]. Dabei be-
merken sie, dass BRF besser wirkt, wenn die Treffer-
menge thematisch sehr homogen ist. Treten Dokumente 
zu mehreren Themen in der Treffern auf, so kann das BRF 
eine thematische Verschiebung bewirken. Eine Messung 
der Kohärenz in der Treffermenge kann über die 
Anwendung des BRF entscheiden.  
Auch ambige Terme können bei der Termerweiterung 
eher schaden als nutzen. In einem System bestimmen 
[Cronen-Townsend et al. 2002] ein Klarheitsmaß, welches 
die Ambiguität eines Terms im Vergleich zum language 
model der Kollektion misst. Nur nicht ambige Terme 
werden zur Termeweiterung eingesetzt. 

Ein weiterer Ansatz zur Verbesserung der Robustheit 
von Systemen liegt in der automatischen Disambigu-
ierung. Ambiguität tritt in der natürlichen Sprache häufig 
auf und führt zu Schwierigkeiten beim Retrieval. Eine 
Analyse des Kontexts kann helfen, aus mehreren Bedeu-
tungen eines Wortes die gemeinte zu erschließen. Dieser 
Ansatz wurde u.a. in CLEF 2008 untersucht.  

4 Robuste Evaluierung 

Die CLEF-Initiative (www.clef-campaign.org) etablierte 
sich im Jahr 2000. Seitdem steigt die Zahl der Teilnehmer 
bei CLEF stetig an und die Forschung zu mehrsprachigen 
Information Retrieval Systemen gewinnt an Dynamik. 
CLEF folgt dem Modell von TREC und schuf eine 
mehrsprachige Kollektion mit Zeitungstexten. Inzwischen 
umfasst die Dokument-Kollektion für das ad-hoc Retrie-
val die Sprachen Englisch, Französisch, Spanisch, Italie-
nisch, Deutsch, Holländisch, Schwedisch, Finnisch, 
Portugiesisch, Bulgarisch, Ungarisch und Russisch. 
Mehrere weitere Tracks wie Question Answering, Web-

Retrieval, Spoken Dokument Retrieval oder Geographic 

CLEF untersuchen bestimmte Aspekte des mehrspra-
chigen Retrieval.  

Im Rahmen von CLEF wird seit drei Jahren ein Robust 
Task durchgeführt, der benutzerorientierte Maße wie 
GMAP in den Mittelpunkt rückt [Mandl 2006]. Für CLEF 
2008 standen erstmals Disambiguierungs-Daten für die 
Dokumente zur Verfügung, so dass überprüft werden 
konnte, ob zusätzliches semantisches Wissen das Retrie-
val robuster gestalten kann [Agirre et al. 2009]. 

5 Ergebnisse des Robust Task 2008  

Die Ergebnisse der Robust Task 2008 haben gezeigt, dass 
sich die Hoffnung nicht unmittelbar bestätigt, dass 
Disambiguierungs-Daten (Word Sense Disambiguation, 
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WSD) das Retrieval verbessern. Im mono-lingualen 
Retrieval für das Englische berichteten zwar einige For-
schungsgruppen, dass sie durch WSD bessere Ergebnisse 
erzielen konnten. Das beste Ergebnis war aber ohne WSD 
erzielt worden. Allerdings galt dies nur für MAP. Berück-
sichtigt man den GMAP, so ergibt sich eine Veränderung 
auf der ersten Position und das WSD-Experiment der glei-
chen Gruppe rückt auf den ersten Platz [Agirre et al. 
2009].  

Im Folgenden werden die Ergebnisse für den bi-
lingualen Task vom Spanischen ins Englisch betrachtet. 
Hier sieht die Bilanz für WSD noch negativer aus. Abbil-
dung 1 zeigt die Verteilung der Average Precision über 
den Wertebereich. Der Box-Plot zeigt an den Antennen 
den minimalen und den maximalen Wert auf, während die 
Box mit dem Strich die mittleren 50% der Werte mit dem 
Median markiert. Zum einen ist die Spannbreite der 
Topics und die der Systeme aufgezeichnet. Jeweils ein 
Box-Plot zeigt die Systeme, die WSD benutzen und die 
Systeme, die ohne WSD arbeiten. Bei den Topics sind 
jeweils alle Topics einmal für die Systeme mit und einmal 
die ohne WSD gezeigt.  

Die Abbildung zeigt deutlich, dass wie bei jeder 
Evaluierung die Varianz bei den Topics sehr viel höher ist 
als die bei den Systemen. Bei den Topics (Aufgaben) sind 
immer sowohl sehr schwere als auch sehr leichte Topics 
vertreten. Das Minimum der Topics liegt immer bei 0 und 
das Maximum immer über 0,8. Die Spannbreite der 
Systeme ist sehr viel geringer. An beiden Verteilungen ist 
jeweils aber zu erkennen, dass WSD anscheinend eher 
schadet. Der Median und das Maximum liegen bei Benut-
zung von WSD niedriger. Disambiguierungs-Daten schei-
nen die Robustheit nicht zu erhöhen.  
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Abb. 1: Box-Plots für die Verteilung  

der AP für Topics und Systeme 
 

Bei der vergleichenden Betrachtung der MAP und des 
GMAP ergeben sich besonders unter Berücksichtigung 
kleinerer Topic-Mengen interessante Effekte. Besonders 
sollte untersucht werden, ob bestimmte Topics besonders 
von der WSD profitiert haben und welche Topics unter 
der WSD gelitten haben. Die folgenden Tabellen listen 
diese Topics. Diese können für die Analyse der Gründe 

für das Scheitern oder den Nutzen von WSD gute Hin-
weise bieten. Diese liefern möglicherweise Hinweise für 
weitere Verbesserungsansätze. 

Insgesamt standen 160 Testfragen zur Verfügung. 
Daraus wurden mehrere kleinere Mengen erzeugt. Zum 
einen zwei 50er und eine 60er Gruppe, wobei die ersten 
50 eine Gruppe bildeten und die zweiten 50 eine zweite 
und der Rest die 60er Gruppe. Für die Erzeugung zweier 
100er und zweier 120er Gruppen wurde der gleiche 
Ansatz gewählt, wobei beide Gruppen sich in der Mitte 
jeweils überlappen. Variiert wurde die Reihenfolge der 
Topics, so dass mehrere verschiedene Versionen v.a. der 
50er Aufteilung erzeugt wurden.  

 
Tabelle 1: Verschlechterung durch WSD (-0,48 bis -0,26 
MAP absolut) 

170 Find documents about French plans for reducing 
the number of official languages in the European 
Union to five languages. 

333 Find information on the trial of the French war 
criminal, Paul Touvier. 

185 What happened to the photographs and films that 
Dutch soldiers made in Srebrenica which provided 
evidence of violations of human rights? 

289 Find documents giving information on the 
Falkland Islands 

162 Find documents about the problems posed by 
Greece concerning the abolishment of customs 
restrictions between the European Union and 
Turkey 

 
 
Tabelle 2: Verbesserung durch WSD (+0,16 bis +0,26 
MAP absolut) 

183 In what parts of Asia have dinosaur remains been 
found? 

173 Find reports on the experimental proof of top 
quarks by US researchers 

294 What is the speed of winds in a hurricane? 

253 In which countries or states is the death penalty 
still practiced or at least permitted by the 
constitution? 

196 Find reports on the merger of the Japanese banks 
Mitsubishi and Bank of Tokyo into the largest 
bank in the world. 

 
Jede dieser Gruppen wurde als individueller Retrieval-
Test betrachtet und daraus eine Rangfolge der Systeme 
sowohl mit MAP als auch mit GMAP ermittelt. Insgesamt 
waren die Korrelationen zwischen Rangfolgen sehr hoch. 
Für die 160 Topics ergab sich eine Korrelation von 0.90. 
Das bedeutet, dass es minimale Änderungen bei den 
Positionen gab. Interessanterweise liegen die meisten 
Korrelationen für kleinere Mengen höher. Geringere Kor-
relationswerte ergeben sich lediglich, wenn die 50er 
Untermengen aus einer Sortierung nach der Verbesserung 
der AP durch die WSD erzeugt werden. Für die beiden 
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letzten Mengen, also die Gruppen der Topics welche 
durch WSD eher profitieren, liegt die Korrelation nur bei 
0,87. Bei diesen 50 bzw. 60 Topics macht es also 
durchaus Sinn, den GMAP zu betrachten und damit ein 
robustes Maß anzuwenden.  

6 Fazit  

Dieser Aufsatz erläutert die robuste Systementwicklung 
ebenso wie die robuste Evaluierung. Einige Ergebnisse 
aus der Analyse von Evaluierungsergebnissen werden 
vorgestellt. Auch im Rahmen von CLEF 2009 findet 
wieder ein Robust Task statt.  
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Abstract 
In this empirical study, search tactics and 
strategies of the users of the German Education 
Index, a bibliographic database for the domain of 
educational research, were analyzed. With the 
help of logfile analyses, the use of 15 different 
term tactics, 4 search formulation tactics and 6 
distinct search strategies could be identified. As a 
first step towards gaining a deeper understanding 
of complex subject search processes, the 
quantitative occurrences of these tactics and 
strategies are presented in this paper, augmented 
with illustrative examples for each of them.  

1 Motivation 
Although much research exists on the search behavior 

of users of web search engines, these results are not 
necessarily transferrable to the search in specialized 
search engines. Consequently, the question arises if the 
findings for web search behavior also apply to specialized 
search engines, one of which is the German Education 
Index1.  

For example, a well-known study by [Spink et al. 2001] 
states that web searches on average consist of only 2,4 
terms, that advanced search features are only scarcely 
used and that few query reformulations occur. The study 
at hand analyzed if this also holds true for the German 
Education Index.  

Moreover, the study aimed to get an insight into the 
users’ subject search behavior in general and to 
understand commonly applied search tactics and 
strategies. In order to analyze user’s reformulation tactics 
and to examine if they show a tendency for certain search 
strategies, the study’s focus was on complex search 
sessions. Based on these results, search support functions 
may be deducted and implemented in the future to 
optimally assist the users during the query formulation 
process.  

2 Related Work 

2.1 Studies on search behavior 
To assess the search behavior of users of a web search 
engine, [Spink et al., 2001] analyzed the logfiles of one 
day of the Excite search engine. They came to the 
conclusion that “most people use few search terms, few 

                                                 
1 http://www.fachportal-
paedagogik.de/fis_bildung/fis_form_e.html 

modified queries, view few Web pages, and rarely use 
advanced search features”. But they also state that this 
may be characteristic of web searching and that this does 
not necessarily apply to other retrieval systems. They 
found out that 48,4% of the users submitted a single 
query, 20,8% two queries and 31% three or more queries. 
If queries were reformulated, modifications appeared in 
small increments, preferably by changing, adding or 
deleting one term at a time. The average number of terms 
per query was 2,4 and less than 5% of the queries used 
Boolean operators. On average, users posted 4,86 queries 
per search session. 

In a previous study on the Excite data set, [Jansen et al., 
2000] reported an average of 2,8 queries per search 
session but also stated that most users use just one query 
per search. [Lau and Horvitz, 1999] further analyzed the 
semantics of query refinements in Excite searches and 
state that few users refined their searches by 
specialization, generalization or reformulation.  

[Rieh and Xie, 2006] analyzed Excite searches  not 
only quantitatively but traced query reformulation 
sequences with the help of query logs. They focused on 
313 sessions with six or more unique queries. In this 
excerpt, they could distinguish eight reformulation 
patterns - specified, generalized, parallel, building-block, 
dynamic, multitasking, recurrent and format 
reformulation patterns, for which they present illustrative 
examples. Furthermore, they analyzed the use and 
frequency of the following content related reformulation 
tactics - specification (29,1%), generalization (15,8%), 
replacement with synonym (3,7%) and parallel movements 
(51,4%). 

[Silverstein and Henzinger, 1999] analyzed query logs 
of the AltaVista Search Engine and also came to the 
conclusion that users mostly defined short queries of an 
average length of 2,35 and scarcely use query 
modifications.  

Apart from studies focusing on search behavior in web 
search engines, several studies exist that refer to domain-
specific retrieval systems. They thus have a similar 
application domain as the study at hand.  

For example, [Sutcliffe et al., 2000] conducted an 
empirical study on the MEDLINE database and assessed 
the search behavior of information novices and experts. 
They found out that the average recall of all subjects was 
low (13,94%), compared to a gold standard. On the whole, 
novices used fewer query iterations than experts. For 
example, experts used cycles of narrowing and 
broadening, whereas novices focused on trial and error 
approaches. Moreover, experts used facilities like term 
suggestions, thesaurus and term exploration (truncation 
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and wild cards) more frequently than novices and also 
made more use of Boolean operators. On average, experts 
used 9,1 terms per query, while novices used 6,6 terms. 

[Wildemuth and Moore, 1995] also analyzed search 
behavior on the MEDLINE database, coming to the 
conclusion that the query formulations could be improved 
by a more frequent use of synonyms, the correct use of 
Boolean operators and the more frequent consultation of 
controlled vocabulary resources such as an online 
thesaurus.  

2.2 Search tactics and strategies 
Basic concepts for the description and analysis of search 
behavior were defined by [Bates, 1979] and [Harter, 
1986]. [Bates, 1979] describes search processes in terms 
of search tactics and search strategies. While the search 
strategy designates the overall search plan, a tactic is 
defined as “a move made to further a search”, thus serving 
to realize the superordinate strategy.  

According to [Bates, 1979], four types of search tactics 
can be distinguished, two of which are term tactics and 
search formulation tactics. She lists the following 
different search formulation tactics - specify, exhaust, 
reduce, parallel, pinpoint and block, which all describe 
actions to design or reformulate a query, for example by 
using Boolean operators.  

Term tactics, by contrast, apply specifically to certain 
terms in the query, which may be added, replaced or 
deleted, for example by the following tactics - super, sub, 
relate, neighbor, trace, vary, fix, rearrange, contrary, 
respell, respace, as listed by [Bates, 1979]. 

A combination of search tactics may be used to pursue 
a certain search strategy. [Harter, 1986] draws a 
distinction between subject searches, that focus on the 
document contents, and non-subject searches, which 
query for non-semantic characteristics of documents. To 
achieve the latter goal, non-subject searches can make use 
of certain query fields such as document type, year of 
publication, language, author or source. 

Compared to non-subject searches, subject searches 
show a big variety of complexity, ranging from simple 
searches following the quick approach to very 
sophisticated approaches such as in the pairwise facets 
strategy.  

As defined by [Chu 2003], the quick approach is the 
simplest way of searching. The user enters one or more 
terms without using any operators.  

The briefsearch strategy [Harter, 1986] adds one level 
of complexity to the quick approach as Boolean operators 
are used. It primarily serves to get an overview of the 
documents in the retrieval system. For this reason, it is 
often used as an entry point to a more complex search. If 
several retrieval systems are queried at the same time, 
[Harter, 1986] speaks of a multiple briefsearch strategy. 

For example, a briefsearch can serve as an entry point 
to the building blocks approach. In this strategy, the 
search is split up into equivalent facets, each of which can 
be represented by several terms. While the terms in each 
facet are connected by the Boolean OR operator, the 
distinct facets may be combined by both OR or AND 
operators.  

[Harter, 1986] further enumerates different kinds of 
successive facet strategies. Depending on the nature of the 
search facet that is used in the first query step, he 

distinguishes the most specific concept first strategy and 
the fewest postings first strategy.  

If the search facets are considered to be equally 
important, the pairwise facets strategy [Harter, 1986] can 
be employed. In this case, two facets at a time are 
intersected, and finally the result sets of all facet 
combinations are merged. 

While the above mentioned strategies start with a high 
recall, the citation pearl growing approach [Harter, 1986] 
starts with a precision-oriented search to identify a few 
relevant documents from which new search terms can be 
inferred.  

In interactive scanning, the user starts with a high-
recall search and scans the possibly long result lists, 
which is a very time-expensive approach.  

If a domain-specific search system is used, facets that 
represent the domain focus should not be used. [Harter, 
1986] calls this strategy implied facets. 

Other strategies that take the result documents’ 
citations into account are subsumed as citation indexing 
strategies by [Harter, 1986]. They are based on the 
assumption that cited publications, authors or cocited 
authors lead to relevant documents. 

3 The German Education Index 
The German Education Index is a bibliographic database 
for the domain of educational research. In April 2009, it 
comprised 657720 documents, primarily in German 
language (more than 80%). The corpus can be searched by 
a retrieval system that is based on the Lucene search 
engine. 

The quick search mode (figure 1) allows to dispatch 
free text queries which apply to the document fields index 
terms, title, author/editor, institutions, abstract and 
source.  

As illustrated in figure 2, the advanced search mode 
offers more sophisticated search functionalities than the 
quick search. The user can define searches in one or more 
of the different fields free text, index terms, title, year, 
author/editor, journal, institutions, source or update (1) 
and combine the search in different fields by the Boolean 
operators AND, OR and NOT (2). In every field, multiple 
terms are by default combined by AND, but a 
configuration by the user is possible (3). To define his/her 
query, the user can use an index term register (4) and a 
person register (5). Further restrictions are possible by 
document type (6) and by language (7).  

 
 
 
 
 
 
 
 
 

Figure 1: Quick search of the German Education 
Index 
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Capitalization is disregarded by the system. If a user 
enters a term that can be looked up in a synonym list, the 
synonym(s) is (are) automatically added to the query, 
connected by the OR-operator. Furthermore, the system 
provides a “Did you mean” – functionality. It is based on 
the Levenshtein algorithm and generates search 
suggestions if a query has invoked an empty result set. 
Depending on the search field, the entered query is 
compared to a register over this field. When a user 
searches for a last name that several authors have in 
common, the respective full author names are listed for 
specification, for example. 

4 Method  
To analyze users’ search tactics and strategies, logfile 
analysis is a promising method [Jansen, 2009]. One of its 
advantages is the availability of large amounts of data that 
do not need to be collected especially for analysis 
purposes. Moreover, logfiles document real user queries 
and no artificial situation is created, such as in formal 
retrieval experiments. 

Nevertheless, logfile analyses do not allow to get into 
direct contact with the users. Consequently, the users’ 
information needs are unknown and can only be inferred 
from the available data.   

For this study, the logfiles of one day, April 1st 2008, 
were analyzed. They were ordered both chronologically 
and by IP address. This way, the logfiles of each user 
were accumulated in separate text files.  

In the next step, the files were filtered by size with the 
aim of restricting the analyses to files that were likely to 
comprise complex searches. For this purpose, a minimum 
size of 10 kb was defined, which was fulfilled by 153 
files. The discarded 512 smaller files were not expected to 
comprise complex search processes that were in the focus 
of this study. 

Afterwards, the text files were split up into search 
sessions whose distinct query steps were timely and 
thematically related. If the time between two user actions 
was more than 30 minutes and/or if a query clearly 
addressed a new topic, this was considered as an indicator 
for the start of a new search session. This way, 235 search 
sessions were identified. These may comprise several 
distinct queries, each of which may consist of one or more 
query terms. 

The query reformulation steps throughout the search 
sessions could be described by term tactics. Partly based 
on the classification by [Bates, 1979] presented in section 
2.2, several tactics were identified, as listed in figures 3 
and 4. Whenever a term in a query was deleted, replaced, 
altered or added, these actions were classified as one of 
these tactics.  

The term tactics ranged from semantic relations such as 
broader terms, narrower terms, synonyms, related terms, 

antonyms and compounds over the use of affixes, singular 
or plural forms and truncations to changes in word order, 
the use of spacing characters between terms, phrase 
searches, translations (e.g. from English to German) and 
term conversions (e.g. from adjective to substantive). If 
none of these tactics was applied, the action was classified 
as an unrelated term. 

Search formulation tactics that could be identified by 
logfile analyses in this study refer to the use of Boolean 
operators, as illustrated in figure 4. If elements were 
added by one of the operators or if one such element was 
deleted, this was considered as a distinct search 
formulation tactic.  
 
 
 
 
 
 

Out of the strategies presented in section 2.2, the quick 
approach, briefsearch, building blocks and pairwise 
facets could be identified by logfile analyses, as shown in 
figure 5. 
 
 
 
 
 
 
 
 
 

Unfortunately, the logfiles did not give information 
about the number of result documents for each query. For 
this reason, the most specific concept first and the fewest 
postings first strategies could not be identified. Instead, 
two new strategies were defined, inspired by Harter’s 
strategy definitions. The most general query first strategy 
starts with a general query which is afterwards specified, 
for example by adding new facets with the Boolean AND-
operator. The most specific query first strategy proceeds in 
the contrary way, starting with a specific query, consisting 
of several facets, and deleting or generalizing parts of the 
query step by step. 

As the study focused on the analysis of a single search 
system, the multiple briefsearch strategy was not 
identifiable. Furthermore, the logfile analyses did not 
allow to deduce the consequences that users drew from 

Addition of an AND-element

Deletion of an AND-element

Addition of an OR-element

Search Formulation Tactics

Deletion of an OR-element

Figure 4: Identifiable search formulation tactics 
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the viewing of documents, which impeded the detection of 
citation indexing strategies and interactive scanning. As 
the result documents were not inspected in this study, the 
citation pearl growing approach could not be identified 
either. 

5 Results 

5.1 Search statistics  
On average, the users reformulated their query 7,8 times 
per search session, which accounted for an average 
session length of 8,8 steps. The mean query length was 
2,2 terms per query. 

The major part of the search sessions comprised queries 
with an average query length between one and two terms, 
as shown in figure 6. It categorizes search sessions by 
their average query lengths. For example, a search session 
with several one-term queries would have an average 
query length of 1, while a session with two two-term 
queries and two three-term queries would have an average 
query length of 2,25. In 8,1% of the search sessions only 
one query term was used on average, in 50,6% of the 
search sessions, the average query length was between 1 
and 2 terms, in 29,4% of the sessions it was between 2 
and 3 terms, and in 11,9 % the average query length was 
higher than 3. 

The majority of the 235 search sessions was conducted 
in the advanced search mode (78,3%), which is illustrated 
in figure 7. In 17,9% of the search sessions, a combination 
of the quick and advanced search masks was used and in 
another 3,8% of the sessions only the quick search was 
employed. This may be due to the fact that the analyses 
mainly focused on complex searches. 

If a users followed a link in the result set, he/she was 
presented the bibliographic data of a document, which is 
defined as a document view here. The average number of 

visited documents was only 2,4 per search session. In 
11,91% of the search sessions, no result document at all 
was visited, in 43,4% of the sessions only one document 
was visited and in 34,89% of the searches, 2-5 documents 
were visited, which is illustrated in figure 8. 

Rather than being directly consulted by the users, the 
registers were preferably used indirectly when the system 
provided register based search suggestions. These 
suggestions were accepted by the users in 113 cases 
whereas they autonomously consulted the available 
person and index term registers in only 14 cases. 
Unfortunately, the logfiles did not give evidence of the 
number of suggestions that were disregarded by the users. 
Users addressed the registers most frequently for looking 
up index terms (92,9%) while the consultation of the 
person register accounted for only 7,1% of the register 
uses. By contrast, the system generated suggestions 
accepted by the users were mainly based on the person 
register (62%). 

5.2 Overview of search strategies 
The following figure 9 illustrates how the strategies can 
be split up into subject search strategies and non-subject 
search strategies. On the whole, 440 strategies were 
identified in the 235 search sessions. Subject search 
strategies constituted the biggest part (56,8%), while non-
subject search strategies made up for the remaining 
43,2%. 

 

Figure 10 shows how the 250 subject search strategies 
could be classified. The biggest amount of strategies were 
briefsearches (47,6%), followed by the quick approach 
(23,2%), the pairwise facets strategy (11,6%), the most 
general query first strategy (10,4%) and the most specific 
query first strategy (5,6%). In 1,2% of the cases, a 
combination of the two latter strategies could be 

1 Term

> 1 Term, <= 2 Terms

> 2 Terms, <= 3 Terms

> 3 Terms

Figure 6: Percentage of sessions with an 
average query length of x terms 

Subject
searches
Non-subject
searches

Figure 9: Percentage of subject and non-
subject searches 

Quick search

Advanced Search

Combination of Quick
Search and Advanced
Search

Figure 7: Search masks 

Figure 8: Percentage of sessions with x documents 
viewed 

0

1

> 1, <= 5

> 5, <= 10

> 10, <= 15

> 15

WIR 2009

79



identified. The building blocks approach was used in only 
one of the cases.  

The following sections present examples for each of the 
identified strategies. Furthermore, they analyze which 
search tactics were applied in each of these search 
strategies.  

5.3 Briefsearch 
The following figure 11 shows how often each of the term 
tactics listed in section 2.2 was applied in the total amount 
of 119 briefsearches. Obviously, one of the most 
frequently used tactics was the replacement of a term with 
a completely unrelated term (24x). The second group of 
tactics was made up by thesaurus relations that were 
applied for search reformulation by the users: related 
terms were used in 18 of the cases, broader terms 11x, 
narrower terms 10x and synonyms 13x. Syntactic variants 
such as plural or singular forms (9x) and truncations (9x), 
compounds (7x), translations (6x), conversions (5x) and 
phrases (4x) made up the third group of tactics in 
briefsearches. 

 
 
 
 
 
 
 
 
 

The following figure 12 traces an example of a  
briefsearch. The example queries given for the distinct 
search strategies were originally defined in German 
language. To increase the readability of this paper, they 
were translated into English. 

 
Step Query Field 
1 „deaf” AND “language support” index terms 
2 “DEAF PERSON” AND “language support” index terms 
3 “deaf” AND “language development” index terms 

Figure 12: Example of a briefsearch  

In this example, the user started with a Boolean AND 
search, consecutively replaced both initial query terms 

and tried out different term combinations and search 
parameters (AND, OR).  

5.4 Quick Approach 
In the 58 quick approach searches, fewer different term 

tactics could be identified than in the briefsearches. This 
is due to the fact that the quick approach searches 
comprised only one word queries in this study because 
query terms were by default combined by the AND 
operator.  

Related terms made up the most frequently used term 
tactic in the quick approach (16x), followed by the use of 
broader terms (7x), narrower terms (4x), synonyms (4x) 
and syntactic variants such as translations (3x), affixes 
(1x) and singular and plural forms (1x). The remaining 
term tactics could not be detected in the quick approach 
searches. 
 
 
 
 
 
 

The following figure 14 gives a brief example for a 
quick approach where the user defined a simple one-term 
query: 

 
Step Query Field 
1 “school garden“ free text 

Figure 14: Example of a quick approach 

5.5 Pairwise Facets 
In the 29 searches adhering to the pairwise facets 

strategy, a big variety of different term tactics could be 
identified, such as in the briefsearches. But in contrast to 
the term tactics in briefsearch, the use of related terms 
accounted for the highest number of tactics in the pairwise 
facets strategy.  

 
 
 
 
 
 
 
 

The following example in figure 16 illustrates the 
application of the pairwise facets strategy. 
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Step Query Field 
1 “intercultural“ AND “competence“ AND 

“pedagogics“ 
index terms 

2)  “competence“ AND “pedagogics“ index terms 
3)  “intercultural“ AND “learning“ index terms 
4) “intercultural“ AND “competence“ index terms 
5) “intercultural“ AND “pedagogics“ index terms 

Figure 16: Example of a pairwise facets strategy 

In this example, the user started with a query consisting 
of the three facets “intercultural”, “competence” and 
“pedagogics”, which were consecutively combined in 
pairs in steps 2 to 5. This example also illustrates the 
tactic of using related terms (“pedagogics” and 
“learning”), which was identified as the most frequently 
applied tactic for this strategy.  

5.6 Most General Query First 
Term tactics in the 26 most general query first searches 
were dominated by the use of narrower terms (5x) and 
broader terms (4x). Unrelated terms, spacing characters, 
compounds and singular and plural forms were all applied 
in two of the cases. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

The following example in figure 18 illustrates the use 
of the most general query first strategy. 

 
Step Query Field 
1 “education“ index terms 
2)  “education“ AND “fundamentals“ index terms 
3)  “education“ AND “fundamentals“ AND “tasks“ index terms 

Figure 18: Example of a most general query first 
strategy 

In this example, the user started with a general term 
that was consecutively specialized with new facets that 
were combined with the AND operator. Starting with the 
general query “education”, the new facet “fundamentals” 
was added in step 2, followed by another facet in step 3. 

5.7 Most Specific Query First 
In the 14 most specific concept first searches, only few 
term tactics could be identified - the use of a broader term 
in one case, the use of affixes in one case and the use of a 
conversion in one case.  

The following example in figure 19 illustrates the use 
of the most specific query first strategy. 
 

Step Query Field 
“comparative tests” free text 
AND “German“ index terms 

1) 
  

AND “class“ index terms 

“comparative tests” free text 2) 
AND “German“ index terms 

3) “comparative tests” free text 

Figure 19: Example of a most specific query first 
strategy 

In this example, the user started with a very specific 
query and then deleted the different facets consecutively. 

5.8 Combination of Most General Query First 
and Most Specific Query First 

In three cases, users applied a combination of the most 
general concept first and the most specific concept first 
strategies. They either started with a very specific query 
which was then generalized and afterwards specialized 
again with different terms, or the other way round. An 
example of such a strategy combination is given in figure 
20. 
 

Step Query Field 
1 “deprivation“ index terms 

2)  “deprivation“ AND “children“ free text 
3)  “deprivation“ AND “children“ AND “alcohol“ free text 
4) “infantile“ AND “deprivation“ free text 
… 

Figure 20: Example of a combination of the most 
general query first and most specific query first 

strategies 

In this excerpt of a search, the user started with a 
general query which was then consecutively specialized in 
steps 2 and 3 before generalizing it again in step 4. 

5.9 Building Blocks 
Although the building blocks approach could be identified 
only once, an example is given in figure 21.   
 

Step Query Field 
1 “method competence“ free text 

“method competence“ free text 2)  
AND (“library“ OR “school library“ index terms 

Figure 21: Example of a building blocks strategy 

In this example, the user defined a query with two 
facets which were combined by the AND-operator. The 
second facet was expressed by a combination of two terms 
combined by the OR-operator. 

5.10 Overview of Term Tactics 
The following figure 22 gives an overview of the 
percentages of the different term tactics throughout all 
subject search strategies. It illustrates that related terms 
were most frequently used (19,1%), followed by the use 
of broader terms (17,5%), completely unrelated terms 
(12,2%), narrower terms (8,9%) and synonyms (9,4%). 
Singular and plural forms made up 6,5% of the term 
tactics, followed by compounds (5,3%), truncations, 
conversions (each 4,5%) and translations (4,1%). The 
tactics affix, word order, antonym, spacing and phrase 
search each had a share of less than 4%. 
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5.11 Overview of Search Formulation Tactics 
The use of search formulation tactics is illustrated in 
figure 23. It shows that combinations of search terms were 
most frequently defined by the Boolean AND operator, 
which was either added (47,6%) or deleted (48,4%). This 
may be due to the fact that the combination of search 
terms by the AND-operator was the default configuration. 
This configuration was changed very seldom to add OR-
elements, which accounted for only 4% of the operator 
usages. 

6 Conclusion and Outlook 
This study focused on the identification of tactics and 
strategies in complex subject searches in the German 
Education Index. With the help of logfile analyses, the 
quick approach, briefsearch, building blocks, most 
specific query first, most general query first and pairwise 
facet approaches could be identified. Briefsearches and 
the quick approach were proven to make up for the 
biggest part of queries, even in the sample of mainly 
complex searches to which this study was restricted. 

Nevertheless, more sophisticated strategies such as 
building blocks, pairwise facets, most specific query first, 
most general query first and a combination of the latter 
two could also be detected. Future research will have to 
investigate if these sophisticated strategies are also 
successful and effective in terms of recall and precision. If 
this is the case, the system may be designed to offer more 
support in the application of such strategies.  

For deeper analysis in the future, the logged searches 
may be reconstructed. This way, the result lists can be 
analyzed in depth and the number of result documents can 

be determined so that strategies such as lowest postings 
first and most specific concept first may be identifiable. 

Throughout the analyzed complex searches, the use of 
the advanced search mask was high. This means that users 
were aware of and familiar with the advanced search 
functionality. This is a main difference from the use of 
web search engines, as discussed in section 2.1. 
Nevertheless, the use of Boolean operators in the 
advanced search mode was rare as users tended to 
maintain the default configurations.  

But they used a wide variety of term tactics throughout 
their searches, of which the semantic relations such as 
broader terms, narrower terms, synonyms and related 
terms made up the biggest part. While further 
investigations still need to verify if these tactics also prove 
to be effective, the use of such tactics can be supported by 
the system, such as by the suggestion of semantically 
related query expansion terms. In this context, the 
possibility of using an ontology for query expansion 
support in the German Education Index is currently 
examined [Carstens, 2009]. 

On the whole, users made frequent use of the 
suggestions the system already provided, which speaks for 
their general acceptance of search suggestions. The 
autonomous use of registers, by contrast, was very rare. 
Consequently, suggestions or possible expansion terms 
should be proactively offered to the user.  

Compared to the users of web search engines, the users 
of the German Education Index made frequent 
reformulations in the analyzed searches. But it has to be 
stated that these focused on mainly complex searches. 
This also accounts for the comparatively high average 
session length of 8,8 query steps. The average query 
length of 2,2, by contrast, was even slightly lower than in 
the studies mentioned in section 2.1. 

Throughout the search sessions, most users viewed less 
than 5 documents. These results indicate a tendency for 
selective searches in the analyzed sessions, while recall-
oriented overview searches scarcely occurred. But it still 
needs to be examined if this also applies to the remaining 
less complex searches that were not inspected in this 
study. If this is the case, future enhancements of the 
retrieval system should focus on the support of precision-
oriented processes. 

While this study primarily examined subject searches, 
non-subject searches are planned to be analyzed in a 
similar way in the near future, shedding light on the way 
users search for documents based on already known facts.  
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Abstract

Der Bedarf an unterschiedlichen „Informations-
trägern“, nachfolgend als Artefakte bezeichnet,
sowie eine unklare Vorstellung über die benötig-
te Information beim Nutzer resultieren in kom-
plexen Suchsituationen, wie sie bspw. im Bereich
der Entwicklung technischer Produkte zu finden
sind. Hier werden unterschiedlichste Artefakte
wie Dokumente, Produkte oder Materialien im
Produktentwicklungsprozess benötigt, wobei In-
formationsbedürfnisse oft nur vage und ungenau
beschrieben werden können. Zusätzlich erschwe-
ren die Heterogenität der vorhandenen Archivie-
rungssysteme und das Fehlen einer übergreifen-
den Suchfunktion das Auffinden relevanter Infor-
mation. Aus diesem Grund schlagen wir mit un-
serem LFRP-Framework ein interaktives Retrie-
valmodell zur Beherrschung derartig komplexer
Suchsituationen vor. LFRP steht für die vier Ba-
siselemente, die zu einem übergreifenden Frame-
work integriert werden. Durch die Verwendung
mehrerer Artefaktebenen (Layer) wird der Viel-
falt nachgefragter Artefakte begegnet. Die Su-
che nach den Artefakten selbst erfolgt gemäß
dem Paradigma der Facettierten Suche. Aller-
dings erlaubt eine reine Filterung der Ergebnis-
menge keine Aussage hinsichtlich der Relevanz
der Ergebnisse. Folglich erweitern wir das be-
kannte Konzept um Möglichkeiten zur Erstel-
lung eines Rankings auf Basis sowohl von Fa-
cettenwerten als auch Query-by-Example (QbE)-
Ansätzen. Zusätzlich schlagen wir eine visuelle
Form der Anfrageformulierung mittels Paralleler
Koordinaten vor, die Einblicke in die Charakte-
ristika und Abhängigkeiten der gefundenen Er-
gebnisse bietet.

1 Motivation und Problemstellung
Um die Wettbewerbsfähigkeit von Unternehmen zu si-
chern, sind innovative Produkte in kurzer Zeit auf den
Markt zu bringen. Dies betrifft insbesondere auch den Ent-
wicklungsprozess im Maschinenbau, der im Forschungs-
verbund FORFLOW von Projektpartnern aus Industrie und
Forschung betrachtet wird und den Hintergrund dieser Ar-
beit bildet. Zusätzlich werden Produkte durch die Ein-
bindung elektrischer, elektronischer und computergesteu-
erter Komponenten als auch durch zunehmend dynami-
sche Kundenanforderungen immer komplexer[Schichtel,
2002]. Dies spiegelt sich auch im Produktentwicklungspro-

zess (PEP) wider, in dem viele verschiedene Artefakte er-
zeugt und benötigt werden. Neben Produktdaten und Doku-
menten sind auch projektspezifische Informationen, Mate-
rialdaten und Informationen über Lieferanten oder Exper-
ten von Nutzen für den Entwickler. Allerdings nimmt die
Suche nach relevanten Informationen laut[Grabowski und
Geiger, 1997] ca. 20 - 30% der gesamten Entwicklungs-
zeit in Anspruch. Dies ist v. a. darauf zurück zu führen,
dass die während des PEP erstellten und benötigten Da-
ten in unterschiedlichen Systemen archiviert werden. Ne-
ben Product Data Management (PDM)-Systemen, kom-
men Enterprise Resource Planning (ERP)-Systeme, Do-
cument Management-Systeme (DMS), Datenbanken (DB)
und selbst einfache Dateisysteme zum Einsatz. Obwohl
diese Systeme Suchfunktionen anbieten, finden Entwickler
häufig nicht die benötigte Information. Dies liegt zum einen
daran, dass Entwickler oft selbst nicht genau beschreiben
können, wonach sie eigentlich suchen. Zum anderen ist
häufig aufgrund einer fehlenden übergreifenden Suchfunk-
tionalität nicht bekannt, dass eine Information existiertoder
in welcher Quelle sie enthalten ist.

In der Literatur wurden bereits verschiedene Möglich-
keiten zur Verbesserung der Informationsversorgung von
Produktentwicklern erforscht (vgl. Kapitel 2). Jedoch han-
delt es sich hierbei größtenteils um Ansätze, die nur ein
spezielles Informationsbedürfnis adressieren. Diese Ein-
zellösungen sind zwar in manchen Situationen durchaus
hilfreich; jedoch sind sie nicht für die Befriedigung kom-
plexer Informationsbedürfnisse geeignet. Befindet sich ein
Entwickler z. B. in einer frühen Phase des PEP, in der
er ein Lösungskonzept für definierte Produktanforderun-
gen erstellen muss, so interessieren ihn in dieser Situation
eher Lösungskonzepte aus früheren Projekten, die mit ähn-
lichen Anforderungen verbunden waren. In späteren Pha-
sen wie z. B. der eigentlichen Produktkonstruktion hin-
gegen, suchen Entwickler vorrangig nach verwendbaren
CAD-Modellen oder nach Informationen über Materialei-
genschaften.

Folglich wird ein übergreifendes interaktives Retrie-
valmodell benötigt, das unterschiedliche Artefakte aus ver-
schiedenen Quellsystemen einbezieht und den Nutzer in
zweierlei Weise unterstützt. Zum einen wird eine zielori-
entierte Suche gemäß dem Konzept derKnown-Item Search
[Reitz, 2004] benötigt, die in Situationen, in denen der Pro-
duktentwickler eine definierte Vorstellung über sein Such-
objekt besitzt, dieses zielgerichtet bereitstellt. In Situatio-
nen hingegen, in denen der Entwickler nicht genau weiß
wonach er sucht, ist eine explorative Vorgehensweise er-
forderlich, bei der der Anfragende durchBrowsendes Da-
tenbestandes auf Informationen stößt, die für sein Informa-
tionsbedürfnis relevant sind[Marchionini, 2006].
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Erste Ideen hierzu wurden zuerst in[Eckstein und
Henrich, 2008] skizziert und in[Eckstein und Henrich,
2009] mit dem Fokus auf der Anfragekomponente und
der Umsetzung der graphischen Benutzeroberfläche ver-
tieft. Das vorliegende Papier präsentiert einen Gesamtüber-
blick über das entwickelte Framework, indem es sowohl
die Indexierungs- als auch die Anfrageseite berücksichtigt.
Nach einem Überblick über bereits existierende Retrieval-
ansätze stellen wir in Kapitel 3 unserLFRP-Framework
für komplexe Suchsituationen anhand einer Beispielanfra-
ge im Prototyp unserer graphischen Benutzeroberfläche
(GUI) vor. Ausgehend von der Grundidee einer facettier-
ten Suche erläutert Kapitel 4 im Anschluss die für ein der-
artiges Suchframework notwendige Indexierung, die Ar-
tefaktbeschreibungen auf Basis von Artefakttyphierarchi-
en aus diversen Informationsquellen generiert (Kap. 4.1)
und dabei Beziehungen zwischen Artefakten berücksich-
tigt (Kap. 4.2). Im Anschluss beschäftigt sich Kapitel 5 de-
taillierter mit der Suchseite des Frameworks. Dabei werden
die visuelle Anfrageformulierung mittels paralleler Koor-
dinaten (||-coords), die Integration von Ranking- und QbE-
Kriterien (Kap. 5.2 und 5.3), sowie die Nutzung von Arte-
faktbeziehungen zur Verbesserung der Suchfunktionalität
mit Hilfe eines Ebenenkonzeptes (Kap. 5.5) erklärt.

2 State of the Art
In den letzten beiden Jahrzehnten beschäftigten sich be-
reits viele Forscher mit der Herausforderung, die Informati-
onsversorgung von Produktentwicklern im Speziellen, aber
auch innerhalb von Unternehmen im Allgemeinen zu ver-
bessern. Dabei sind verschiedene Lösungsansätze entstan-
den, die im Folgenden skizziert werden.

Da das Auffinden ähnlicher, bereits existierender Pro-
dukte wesentlich dazu beiträgt, redundante Tätigkeiten zu
vermeiden und so sowohl Entwicklungszeiten als auch
-kosten zu reduzieren, bildete sich ein wichtiger For-
schungsschwerpunkt im Bereich der Ähnlichkeitssuche.
Aufgrund der zunehmenden Verfügbarkeit von 3D CAD-
Modellen konzentrierte man sich hierbei hauptsächlich
auf die Entwicklung von Retrievalansätzen, welche einen
Vergleich von Produkten auf Basis ihrer dreidimensiona-
len Geometriebeschreibungen ermöglichen. Somit sind in
der Literatur unterschiedliche Möglichkeiten zur Reprä-
sentation dieser Geometriemodelle zu finden, die u. a. auf
Tiefenpuffer-Informationen[Vranic, 2004], Abstandsver-
teilungen beliebiger Objektoberflächenpunkte[Osadaet
al., 2002] oder Skelettgraphen[Sundaret al., 2003] beru-
hen. Des Weiteren wurden derartige Anstrengungen auch
für technische Zeichnungen unternommen, zu denen wir
in [Weber und Henrich, 2007] einen Überblick gegeben
haben. Obwohl oder vielleicht gerade weil diese Ansätze
nur einzelne, spezielle Informationsbedürfnisse fokussie-
ren, konnten sich einige Konzepte – v. a. im 3D-Bereich
– auch kommerziell durchsetzen. Beispiele sind die geo-
metrische Suchmaschine für 3D-DatenGeolus Search1 der
Siemens AG oderCADFind2 der Applied Search Techno-
logy Ltd.

Des Weiteren hat man versucht, derartige Einzellösun-
gen in umfassendere Ansätze zu integrieren. Ein Beispiel
hierfür ist dasDesign Navigator Systemvon Karnik et
al.[2005], welches zur Unterstützung der Produktentwick-

1http://www.plm.automation.siemens.com/de_de/products/
open/geolus/index.shtml

2http://www.sketchandsearch.com

lung im militärischen Bereich prototypisch entwickelt wur-
de. Neben Möglichkeiten zur Suche nach Produktinforma-
tionen (Anfragemöglichkeiten hinsichtlich der Geometrie-
beschreibung, Produktfunktion und Produktstruktur), wur-
de hierbei insbesondere die Designhistorie einer Produkt-
entwicklung bei der Suche mit berücksichtigt, um so v. a.
neue und unerfahrene Entwickler bei der Arbeit zu unter-
stützen.

Obwohl alle diese Ansätze interessante Möglichkeiten
der Unterstützung bieten, fand bisher kein Konzept brei-
te Anwendung in der Praxis. Stattdessen ist die unterneh-
mensinterne Softwarelandschaft durch heterogene Syste-
me geprägt, die jeweils nur bestimmte Kernaspekte fokus-
sieren. Während bei PDM/PLM3- und ERP-Systemen das
Produkt mit all seinen Informationen im Vordergrund steht,
wird der Fokus bei DMS auf Dokumente und bei CRM4-
und SRM5-Systemen auf Kunden- und Lieferantendaten
gelegt. Dabei verfügt jedes einzelne System standardmä-
ßig über Suchfunktionalitäten, die sich allerdings eher am
Konzept der in Kapitel 1 genannten Known-Item Search
orientieren.

Um dieser Heterogenität von Insellösungen und damit
der Begrenztheit von verfügbaren Informationen zu begeg-
nen, wurden in den letzen Jahren immer mehr Enterprise
Search-Lösungen entwickelt. Durch die Nutzbarmachung
des gesamten in einem Unternehmen verfügbaren Wissens,
ist es Ziel dieser Systeme eine unternehmensweite Infor-
mationsbereitstellung zu gewährleisten.

Obwohl derartige Systeme neben allgemein gültigen Ar-
tefakten wie E-Mails oder Office-Dokumenten auch spe-
zielle Artefakttypen wie CAD-Modelle, technische Zeich-
nungen, usw. berücksichtigen, werden diese vorrangig tex-
tuell analysiert. Dieser Ansatz reicht jedoch gerade bei spe-
ziellen Dokumenttypen nicht aus, da wichtige Informatio-
nen eben nicht nur in der Textform, sondern v. a. in graphi-
schen Beschreibungen enthalten sind.

3 LFRP-Framework für komplexe
Suchsituationen

Für die Realisierung sowohl eines zielgerichteten als auch
eines explorativen Suchvorgehens stützen wir unser LFRP-
Framework auf das Konzept derfacettierten Suche, wel-
ches den Nutzer durch Selektionskriterien, sog. Facetten,
bei seiner Anfrageformulierung unterstützt[Yee et al.,
2003]. Eine Facette beschreibt einen Aspekt eines Arte-
fakts (z. B. Erstellungsdatum bei Dokumenten) und kann
während der Indexierung ermittelt werden. Die facettier-
te Suche stellt dem Nutzer Anfragevorschauen zur Verfü-
gung. Diese Vorschauen bestehen aus der Anzahl der Arte-
fakte, die im Ergebnis verbleiben würden, wenn der Nutzer
die aktuelle Anfrage mit der betrachteten Facettenausprä-
gung weiter einschränkt. So wird wirksam verhindert, dass
der Nutzer durch zu eng gestellte Filterungen eine leere Er-
gebnismenge zurückgeliefert bekommt, da Facettenausprä-
gungen, für die es bei der aktuellen Selektion keine Arte-
fakte gibt, ausgeblendet werden. Die RegisterkarteFacets
im oberen Bereich unseres Prototyps (vgl. Abbildung 1)
gibt eine Übersicht über die Facetten, indem unterAdd fa-
cet eine dynamisch aktualisierte Liste von wählbaren Fa-
cetten angeboten wird. Aus dieser Liste kann der Nutzer

3Product Lifecycle Management
4Customer Relationship Management
5Supplier Relationship Managment
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Abbildung 1: Screenshot der graphischen Benutzeroberfläche mit Darstellung einer Beispielanfrage.

die für seine Anfrage relevanten Facetten auswählen und
so seine Anfrage schrittweise verfeinern.

Die Darstellung der gewählten Facetten erfolgt dabei
im mittleren Bereich der GUI. Im Gegensatz zu her-
kömmlichen facettierten Suchansätzen verwenden wir hier-
für einen visuellen Ansatz mittels ||-coords. Gemäß Insel-
berg[1985] wird jede Facette als eine vertikale Achse dar-
gestellt, die die Facettenausprägungen als Achsenpunkte
beinhaltet. Folglich wird eine beliebige Anzahl von Fa-
cetten durch parallele Achsen im Zusammenhang abgebil-
det, was die Veranschaulichung einer komplexen, aus meh-
reren Unteranfragen bestehenden Anfrage in einer über-
sichtlichen Form ermöglicht. Abbildung 1 zeigt eine Bei-
spielanfrage nach Dokumenten unter Verwendung der Fa-
cettenText query, Author, Project, Phase, Document Type
undDegree of maturity. Dabei unterscheiden wir zum einen
Attributfacetten, die die Auswahl einer oder mehrerer Fa-
cettenausprägungen zulassen und somit als reine Filterkri-
terien dienen (vgl. FacetteProject: hier interessieren nur
Dokumente, die in mindestens einem der drei im oberen
Bereich der Achse gelisteten Projekte erstellt oder benö-
tigt wurden). Diese Filterung bewirkt allerdings nur eine
Einschränkung der Ergebnismenge, so dass für den Nut-
zer keine Rangfolge der Ergebnisse hinsichtlich ihrer Re-
levanz zur Anfrage ersichtlich ist. Aus diesem Grund wur-
den Präferenzfunktionen in das Retrievalmodell integriert,
mit deren Hilfe der Nutzer ein Ranking der Ergebnisse an-
hand seiner Präferenzen für bestimmte Facettenwerte oder
-wertebereiche ermitteln kann. Abbildung 1 zeigt eine sol-
che Präferenzfunktion für die FacetteDegree of maturity,
bei der jeder Facettenwert im Intervall von0 bis 100 mit
dem gleichen Präferenzwert belegt wird. Obwohl der Nut-
zer hier prinzipiell jede beliebige Präferenzfunktion defi-
nieren kann, stellt das System für gängige Funktionen Vor-
lagen zur Verfügung (vgl. Kapitel 5.2).

Zusätzlich ermöglicht unser Framework die Verwen-
dung von Ähnlichkeitskriterien für die Anfrageformulie-
rung. Demzufolge können auch Ansätze zum Vergleich

nicht nur der textuellen Ähnlichkeit sondern auch z. B. der
3D-Geometrieähnlichkeit in einem derartig übergreifenden
Framework berücksichtigt und angewendet werden. Wie
Abbildung 1 bei der FacetteText queryzeigt, werden diese
Ähnlichkeitsfacetten ebenfalls als Achsen dargestellt. Al-
lerdings veranschaulichen ihre Achsenpunkte die ermittel-
ten Retrievalstatuswerte, weshalb sie defaultmäßig mit ei-
ner Präferenzfunktion überlagert sind. Eine detaillierteEr-
läuterung hierzu wird in Kapitel 5.3 gegeben.

Die Ergebnismenge, die durch jede Aktion des Nutzers
unmittelbar verändert wird, wird auf zwei Arten visuali-
siert. Zum einen wird jedes Artefakt in Form eines Lini-
enzuges zwischen den parallelen Koordinaten dargestellt.
Dies gibt sowohl Einblicke in die Charakteristika der Er-
gebnisse als auch in die Abhängigkeiten zwischen den ge-
wählten Facetten. Zum anderen wird die Ergebnismenge
im unteren Bereich der GUI zusammen mit einer etwas de-
taillierteren Beschreibung aufgelistet. Diese Beschreibung
besteht aus einem Identifizierungsschlüssel (z. B. dem Do-
kumentpfad), evtl. einem Retrievalstatuswert (sofern ver-
fügbar), der die Relevanz eines Ergebnisses angibt, und ei-
nem Vorschaubild, falls vorhanden.

4 Generierung spezifischer
Artefaktbeschreibungen

Zur Realisierung des in Kapitel 3 vorgestellten LFRP-
Frameworks wird eine Indexierungskomponente benötigt,
die eine Beschreibung der Suchobjekte auf Basis von Fa-
cetten generiert. Dabei ist zu berücksichtigen, dass in kom-
plexen Suchsituationen diverse Artefakte von Bedeutung
sein können. So werden gerade in der Produktentwick-
lung nicht nur Dokumente, sondern v. a. auch Produktda-
ten und Materialinformationen nachgefragt. Für jeden die-
ser Artefakttypen sind andere charakteristische Facetten
für die Suche relevant. Während bspw. für Dokumente der
Dokumenttyp, das Dateiformat oder das Erstellungsdatum
wichtige Filterkriterien darstellen, sind Produkte durchei-
ne Sachnummer, ihre Produktgruppe, ihr Gewicht und an-
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Abbildung 2: Architektur des LFRP-Frameworks.

dere beschreibende Eigenschaften charakterisiert. Folglich
sind bei der Indexierung typ-spezifische Artefaktbeschrei-
bungen zu erstellen. Abbildung 2 zeigt in der linken Hälfte
den prinzipiellen Ablauf der Indexierung.

In einem ersten Schritt sind alle Informationen aus den
im Unternehmen existierenden Verwaltungssystemen und
Anwendungen zu sammeln. Das umfasst zum einen die
Indexierung sämtlicher Dokumente aus DMS, DB und
Dateiverzeichnissen. Aber auch Produktdaten aus PDM-
oder ERP-Systemen, Informationen aus Materialdatenban-
ken und Projektmanagementsystemen, sowie Personenda-
ten aus CRM-/SRM-Systemen und internen Organisati-
onsstrukturen sind bei der Indexierung mit aufzunehmen.
Die Indexierung selbst sollte dabei sowohl in regelmäßigen
Zeitabständen, als auch beim Einstellen neuer oder modifi-
zierter Artefakte erfolgen.

Für jedes der erfassten Artefakte ist in einem zweiten
Schritt eine geeignete Artefaktbeschreibung zu generieren.
Diese kann einerseits Repräsentationen wie z. B. Feature-
vektoren oder Histogramme enthalten, die einen Ähnlich-
keitsvergleich des Artefakts mit anderen Artefakten des
gleichen Typs auf Basis z. B. der Geometrie oder Topolo-
gie erlauben (im Weiteren als QbE-Repräsentationen be-
zeichnet). Zum anderen besteht sie aus Attributfacetten,
die für das jeweilige Artefakt charakteristisch sind. Dabei
ist zu beachten, dass ein Artefakt durchaus auch Informa-
tionen über andere Artefakte beinhalten kann. Insbesonde-
re Dokumente enthalten oft zusätzliche Informationen wie
z. B. den oder die Autoren des Dokuments. Somit können
prinzipiell sowohl dokument- als auch personenspezifische
Facetteninformationen extrahiert werden. Darüber hinaus
dienen Dokumente v. a. in der Produktentwicklung dazu,
Produkte näher zu beschreiben (z. B. durch CAD-Modelle,
technische Zeichnungen, Stücklisten, . . . ). Dies ermöglicht
ein Auslesen von Produktfacetten oder – wenn vorhanden –
auch von materialspezifischen Informationen. Da es neben
diesen sog. Produktmodellen noch andere Dokumentarten
wie Projektdokumente und allgemeine Dokumente (z. B.
Richtlinien, Normen) gibt, sind abhängig vom Dokument-
typ Beschreibungen für jeweils alle in einem Dokument
adressierten Artefakte zu erstellen.

Demzufolge werden für jeden Artefakttyp eine oder
mehrere spezifische Extraktorkomponenten benötigt, die
geeignete Artefaktbeschreibungen erstellen. Dabei stellt
sich die Frage, wann eine Artefaktbeschreibung geeignet
ist. Hierfür empfehlen wir im Rahmen der Indexierung
die Durchführung einer Konsistenzprüfung, die in einem
dritten Schritt die erstellten Artefaktbeschreibungen vali-
diert und verifiziert. Dies erfolgt auf Basis eines Facetten-
schemas, das aus zwei Definitionsabschnitten besteht. Zum
einen sind alle zu berücksichtigenden Facetten zusammen
mit ihrem Facettentyp und ihrer Kardinalität (einwertig vs.
mehrwertig) festzulegen (siehe Kapitel 5). Zum anderen
enthält dieses Schema eine Artefakttyphierarchie, die be-

schreibt, welche Facetten für einen bestimmten Artefakttyp
verfügbar sind. Auf Basis dieser beiden Informationen ist
es schließlich möglich zu prüfen, ob eine Artefaktbeschrei-
bung den Vorgaben des Schemas entspricht. Eine genauere
Erläuterung hierzu geben wir im folgenden Kapitel 4.1.

Zusätzlich muss bei dieser Prüfung berücksichtigt wer-
den, dass eine Information aus mehreren Quellen extrahiert
werden kann. Beispielsweise sind die aus Produktmodel-
len extrahierten Produktinformationen (wie z. B. der Pro-
duktname) häufig in PDM-Systemen vorhanden. Obwohl
die Produktinformation im Dokument normalerweise mit
der im PDM-System übereinstimmen sollte, ist dies nicht
immer der Fall, weshalb ein Abgleich der Informationen
stattfinden muss. Gleiches gilt z. B. auch, wenn Informa-
tionen geändert werden und somit zu aktualisieren sind.
Für die Beseitigung möglicher Unstimmigkeiten empfeh-
len wir die Definition von Regeln, die z. B. auf Basis der
Extraktionsquelle oder des Extraktionszeitpunktes festle-
gen, welche Information aus welcher Quelle bei der Inde-
xierung eines Artefakts zu verwenden ist.

Nach einer erfolgreichen Konsistenzprüfung können die
Artefakte schließlich im Index gespeichert werden. Hierzu
empfehlen wir die Unterteilung des Index in Subindizes,
die die unterschiedlichen Aspekte der Artefaktbeschrei-
bung enthalten. Demzufolge werden die Artefaktfacetten
in einem Facettenindex und die QbE-Repräsentationen in
entsprechenden QbE-Indizes abgelegt.

4.1 Integration von Artefakttyphierarchien
Abbildung 3 zeigt ein einfaches Beispiel einer Artefakt-
typhierarchie in UML-Notation, bei der Artefakte zunächst
in die TypenMaterial, Person, Produkt, Dokumentund
Projekt unterteilt werden. Jeder einzelne Artefakttyp be-
sitzt dabei spezifische Facetten. So werden z. B. Materiali-
en durch ihren Materialschlüssel, einen Materialnamen, die
zugehörige Materialgruppe, ihre Materialdichte und andere
Facetten beschrieben. Eine Person hingegen besitzt einen
Vor- und Nachnamen, eine Kontaktadresse und eine Rol-
le (z. B. Mitarbeiter, Lieferant oder Kunde). Derartige in
den Blattknoten der Hierarchie befindliche Facetten gel-
ten somit nur für Artefakte des jeweiligen Typs. Facetten
des Wurzelknotens hingegen werden an alle Unterklassen
vererbt. Demzufolge wird jedes Artefakt durch drei Para-
meter spezifiziert: eine ArtefaktID zur eindeutigen Identifi-
zierung, ein Artefaktpfad, der angibt, wo das Artefakt ver-
waltet wird (z. B. Pfadangabe ins PDM für Produkte oder
ins DMS für Dokumente) und ein (gemäß UML) „virtuel-
ler“ Artefakttyp, der die Spezialisierung der Artefakte auf
oberster Ebene definiert.

Darüber hinaus zeigt Abbildung 3, dass auch Artefak-
te desselben Typs unterschiedliche Facetten besitzen kön-
nen. Während bspw. Produkte wie Schrauben anhand ih-
rer Gewindeausführung, ihres Nenndurchmessers oder ih-
rer Schraubenlänge klassifiziert werden, interessieren bei

WIR 2009

87



Abbildung 3: Beispiel einer einfachen Artefakthierarchie
mit den „spezialisierenden“ Facetten Artefakttyp und Pro-
duktgruppe.

O-Ringen eher Werte für Außen- und Innendurchmesser.
Somit hat jede einzelne Produktgruppe selbst wieder ei-
gene charakteristische Facetten, was in einer eigenen Pro-
dukthierarchie resultiert.

Das bedeutet, dass wir grundsätzlich zwischen Facetten
unterscheiden müssen, die eine Spezialisierung von Arte-
fakten definieren, und Facetten die dies nicht tun. Dabei
stellen die „spezialisierenden“ Facetten (Artefakttyp, Pro-
duktgruppe, . . . ) sozusagen Muss-Facetten dar, die in ei-
ner Artefaktbeschreibung enthalten sein müssen. Nur mit
ihrer Hilfe kann die Indexierungskomponente bestimmen,
welcher Subtyp in der Hierarchie betrachtet werden muss.
Fehlen diese Informationen, sollten sie entweder aus ande-
ren Quellen bezogen oder vom Nutzer erfragt werden, um
einen eventuellen Informationsverlust zu vermeiden. Zu-
sätzlich ist eine zweite Differenzierung von Facetten zu
beachten. Zum einen gibt es Facetten bzw. Facettenwer-
te, die direkt aus der Quelle extrahiert werden können, wie
z. B. das Erstellungsdatum eines Dokumentes. Zum ande-
ren sind häufig aber auch abgeleitete Facetten, deren Wert
von anderen Facetten und ihren Ausprägungen abhängt, als
Selektionskriterien notwendig. So lässt sich bspw. die Zug-
festigkeit einer Schraube aus ihrer Festigkeitsklasse ermit-
teln (vgl. Einschränkung in Abbildung 3). Indem Berech-
nungsvorschriften bei der jeweiligen Facettendefinition im
Facettenschema mit angegeben werden, können derartige
Abhängigkeiten berücksichtigt werden.

4.2 Beziehungen zwischen Artefakten
Wie in Kapitel 4 bereits angesprochen, kann ein Artefakt
nicht nur Informationen über sich selbst, sondern auch über
andere Artefakte beinhalten. Abbildung 4 zeigt beispielhaft
verschiedene Artefakttypen und deren Beziehungen auf.

In Domänen wie der Produktentwicklung können derar-
tige Beziehungsnetzwerke sehr komplex sein. Hier werden
Projekte initiiert, um neue Produkte zu entwickeln oder um

bestehende Produkte anzupassen. Bei einem Produkt han-
delt es sich entweder um ein Einzelteil oder um eine Bau-
gruppe, die selbst wieder aus mehreren Produkten besteht.
Die Durchführung der Projekte erfolgt durch Personen, die
in den einzelnen Prozessphasen unterschiedlichste Doku-
mente erstellen und ändern. Unter anderem gehören hier-
zu Produktmodelle, die das zu entwickelnde Produkt näher
beschreiben. Des Weiteren wird zur späteren Herstellung
des Produktes ein bestimmtes Material festgelegt, dessen
Eigenschaften den Anforderungen des Produktes genügen
und das eventuell von diversen Lieferanten geliefert wird.

All diese Beziehungen tragen wertvolle Informationen,
die bei der Befriedigung komplexer Informationsbedürf-
nisse zu berücksichtigen sind. So sollten bspw. Anfragen
wie „Finde alle zu einem Produkt verfügbaren Dokumen-
te.“ oder „Finde alle Projekte, in denen für das entwickelte
Produkt Material Z von Lieferant XY verwendet wurde.“
bearbeitet werden können. Hierzu ist es erforderlich, die
Artefaktbeschreibung um Beziehungen zu erweitern, die
in einem separaten Index verwaltet werden. Die Definiti-
on möglicher Beziehungen zwischen Artefakten erfolgt da-
bei ebenfalls innerhalb der Artefakttyphierarchie, so dass
sie u. a. bei der Erstellung mehrerer Artefaktbeschreibun-
gen aus einer Quelle gesetzt werden können. Die Suchsei-
te kann anschließend diese Beziehungen im Rahmen eines
Ebenenkonzepts ausnutzen, um so die Suchfunktionalitäten
für den Nutzer zu erweitern und damit die Retrievalqualität
zu verbessern (vgl. Kapitel 5.5).

5 Anfrageformulierung mit ||-coords
Die rechte Hälfte von Abbildung 2 stellt den grundsätz-
lichen Aufbau des LFRP-Anfrageframeworks dar und il-
lustriert den Ablauf einer Suchanfrage. Hierbei ist insbe-
sondere hervorzuheben, dass die Anfragestellung interak-
tiv erfolgt, d. h. der Nutzer muss nicht die gesamte Anfrage
formulieren, bevor er diese an das System stellt. Der Nut-
zer hat die Möglichkeit, Unteranfragen in Form von weite-
ren Facettenselektionen zur aktuellen Anfrage hinzufügen
bzw. vorhandene Unteranfragen zu modifizieren. Stellt sich
heraus, dass eine durch eine Unteranfrage vorgenommene
Filterung nicht zielführend ist, kann diese Filterung modi-
fiziert oder entfernt werden. Die Darstellung wird nach je-
der Änderung der Suchanfrage angepasst, d. h. die aktuell
gültigen Facettenausprägungen und die Linienzüge werden
neu berechnet, sowie die Suchergebnisliste angepasst, um
nur die aktuell gewählten Artefakte zu präsentieren.

Bei jeder Änderung der Anfrage wird diese an das Such-
framework übergeben. Das zentrale Modul ist derSearch

Abbildung 4: Beziehungen zwischen Artefaktebenen (ver-
einfachtes Schema).
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Handler, der die Steuerung und das Delegieren der ein-
zelnen Aufgaben übernimmt. Die einzelnen Unteranfragen
werden an die jeweils zuständigenSuchmoduleweiterge-
leitet. Bei reinen Attributfacetten ist dies die Facettierungs-
komponente, die die Anfragevorschauen für die einzelnen
Facetten bestimmt. Bei Ähnlichkeitsfacetten kommen spe-
zialisierte Module zum Einsatz, die die Ähnlichkeitsbe-
stimmung übernehmen. Dies kann bspw. ein Modul für die
3D-Geometrieähnlichkeit oder eine Volltextsuche für tex-
tuelle Inhalte sein. Diese Module liefern jeweils ein Ran-
king zurück, das für die Achsendarstellung in den paral-
lelen Koordinaten notwendig ist. Zusätzlich bestimmt die
Facettierungskomponente noch die Linienzüge zur Reprä-
sentation der einzelnen Artefakte in den ||-coords. DasRan-
kingmodulerstellt basierend auf den Einzelrankings der
Unteranfragen sowie deren Präferenzfunktionen ein finales
Ranking. Das ModulFacettenauswahlbestimmt auf Basis
der aktuellen Anfrage und der Artefakttyphierarchien (inkl.
der Facettenbeschreibungen) die Liste der aktuell wählba-
ren Facetten. Das ModulRechteprüfungstellt sicher, dass
der Nutzer nur Artefakte im Ranking zurückgeliefert be-
kommt, für die er mindestens Leserechte besitzt.

5.1 Beschreibung des Anfragemodells

Aufgrund der unterschiedlichen Visualisierungsmöglich-
keiten und der verschiedenen Ausprägungen der Anfrage-
arten ist es zunächst notwendig, auf die Charakteristika von
Facetten genauer einzugehen. Grundsätzlich werden Attri-
butfacetten und Ähnlichkeitsfacetten unterschieden. Attri-
butfacetten stellen einen Aspekt eines Artefakts dar und
können während der Indexierung bestimmt werden. Ähn-
lichkeitsfacetten hingegen werden zum Anfragezeitpunkt
dynamisch ermittelt. Der Nutzer muss in diesem Fall eine
Ähnlichkeitsanfrage starten (z. B. eine Schlagwortanfrage
oder eine QbE-Anfrage mit einem Beispieldokument). Die-
ses Vorgehen wird in Abschnitt 5.3 detailliert.

Zusätzlich zu dieser Unterscheidung wird jeder Facet-
te noch ein Facettentyp zugeordnet, der das Skalenniveau
des Attributs beschreibt. Der LFRP-Ansatz unterscheidet
nominale, ordinaleundmetrischeMerkmale. Die Ausprä-
gungen von nominalen und ordinalen Facetten sind unter-
scheidbar, wobei für letztere zusätzlich noch eine Rangfol-
ge definiert ist. Wenn zusätzlich zur Rangfolge die Abstän-
de zwischen den Facettenausprägungen bestimmbar sind,
spricht man von metrischen Facetten.

Sowohl für die Indexierung als auch die Anfragestellung
ist die Kardinalität von Facetten zu berücksichtigen. Facet-
ten könneneinwertigodermehrwertigsein, was sich auf
die Kombinationsmöglichkeiten von Facettenwerten in der
Anfrage auswirkt.

Eine Suchanfrage besteht aus einzelnen Unteranfragen
für jede Facette, die durch eine Achse in den ||-coords dar-
gestellt wird. Die verschiedenen UnteranfragenQi werden
per Konjunktion (logisches UND) verknüpft. Die Verknüp-
fung der einzelnen Achsen mittels Disjunktion (logisches
ODER) wird absichtlich nicht unterstützt, da diese erhöh-
te Komplexität der Anfrage das Verständnis für den Nutzer
erschweren würde.

Die Anfragemöglichkeiten für die einzelnen Unteranfra-
genQi sind abhängig vom Facettentyp und von der Kardi-
nalität einer Facette.

Bei einwertigen Facetten wird bei der Selektion von
mehreren Facettenausprägungen automatisch die ODER-
Verknüpfung verwendet, da die UND-Verknüpfung zu ei-
ner leeren Ergebnismenge führen würde. Eine einwertige

Abbildung 5: Beispiele für Präferenzfunktionen.

Beispielfacette ist derDokumenttyp, der für jedes Doku-
ment eindeutig ist. Dokumente die gleichzeitig mehreren
Dokumenttypen entsprechen existieren nicht.

Bei mehrwertigen Facetten sind sowohl die Konjunkti-
on als auch die Disjunktion anwendbar. Betrachtet man die
mehrwertige DokumentfacetteAutor äußert sich die un-
terschiedliche Behandlung von Mehrfachselektionen. Bei
Anwendung der Konjunktion werden nur die Dokumente
zurückgeliefert, die von allen selektierten Autoren erstellt
wurden. Die Disjunktion dagegen schwächt dieses Kritie-
rium ab und liefert Dokumente, die von mindestens einem
der selektierten Autoren erstellt wurden.

Die Selektion einzelner Werte bei metrischen Facetten
ist möglich, allerdings wird die Filterung auf Intervallab-
schnitten der häufigere Anwendungsfall sein. Das Anfrage-
modell des LFRP-Anfrageframeworks unterstützt den Nut-
zer durch die Möglichkeit, mehrere Intervalle auf einer
Facette anzugeben. Ein sinnvoller Einsatzzweck für diese
Funktionalität ist bspw. der Vergleich von bestimmten Pro-
dukten mit verschiedenen Preisgruppen. Ein Beispiel für
eine Intervallselektion findet sich in Abbildung 5 in der lin-
ken Achse. In diesem Beispiel werden nur die Dokumen-
te zurückgeliefert, deren Reifegrad in einem Bereich zwi-
schen 60% und 100% liegt.

5.2 Möglichkeiten zur Erstellung und
Beeinflussung eines Rankings

Die klassische facettierte Suche ist eine Repräsentation des
Bool’schen Retrievalmodells, also mengenbasiert. D. h. das
Ergebnis besteht aus einer Menge von Artefakten, die kei-
nerlei Rangfolge beinhalten. Da die Ergebnismengen im
Unternehmensumfeld sehr groß werden können, ist es not-
wendig, dem Nutzer die Möglichkeit zur Verfügung zu stel-
len, Prioritäten für Facetten anzugeben, nach denen ein
Ranking erfolgen soll. Der Nutzer kann über sogenannte
Präferenzfunktionenfestlegen, welche Facettenausprägun-
gen bzw. Wertebereiche bei metrischen Facetten im Ran-
king höher gewichtet werden sollen. Mit Hilfe der nach-
folgenden Formel kann eine Punktzahlscore(aj) für jedes
Artefakt aj berechnet werden, nach der die Sortierung im
Ranking vorgenommen wird.

score(aj) =
n∑

i=1

αi · fi(xi,j) (1)

mit α1 + α2 + · · ·+ αn = 1

Hierbei beschreibtαi die Gewichtung der Facettei, die
der Nutzer über die dritte Schaltfläche von rechts in der
Symbolleiste unter jeder Rankingfacettenachse einstellen
kann. Abbildung 1 zeigt dies für die beiden äußersten Ach-
sen. Der Nutzer kann damit eine niedrigere oder höhere
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Gewichtung für einzelne Rankingkriterien festlegen. Stan-
dardmäßig beträgt die Gewichtung für jede Facette1/n,
wobein der Anzahl der gewählten Facetten entspricht. Die
Funktionfi(xi,j) ∈ [0, 1] beschreibt die Nutzerpräferen-
zen für den Wertxi,j der Facettei für das Artefaktaj und
kann vom Nutzer graphisch definiert werden.

Der Nutzer kann die Gestaltung der Funktionfi frei nach
seinen Präferenzen vornehmen, d. h. das System gibt kei-
ne Restriktionen vor. Zum besseren und einfacheren Ver-
ständnis stellt das System jedoch ein paar einfache „Funkti-
onsvorlagen“ zur Verfügung, die häufiger benötigt werden,
wie bspw. die Dreiecks- und Vierecksfunktionen aus Ab-
bildung 5. Diese Vorlagen können nach dem Hinzufügen
durch direkte Manipulation weiter verfeinert und verändert
werden. Jede Änderung der Funktion äußert sich in einer
Neuberechnung des Rankings und der Facettenwerte.

5.3 Einbindung von QbE-Bedingungen
Zusätzlich zur Filterung von Artefakten benötigt der Pro-
duktentwickler die Möglichkeit mit Hilfe von Beispielar-
tefakten nach ähnlichen Artefakten zu suchen. Das LFRP-
Framework ermöglicht diese QbE-Suche durch die Bereit-
stellung von Ähnlichkeitsfacetten.

Häufig ist es für den Nutzer zielführend nach Schlag-
worten zu suchen. Bei diesen Volltextsuchen kommt häufig
das Vektorraummodell zum Einsatz[Saltonet al., 1975].
Bei der Auswahl einer Ähnlichkeitsfacette wird initial ei-
ne Achse ohne Facettenbeschriftung als Platzhalter in die
||-coords eingefügt. Der Nutzer muss im zweiten Schritt die
Beispielanfrage füllen, d. h. bei einer Textanfrage Schlag-
wörter übergeben. Dies geschieht über einen Eingabebe-
reich unter der Achse (vgl. AchseText queryin Abb. 1).

Im Bereich der Produktentwicklung tritt häufig die Not-
wendigkeit auf, dass bereits vorhandene Komponenten
wieder verwendet werden sollen, um so eine erneute kost-
spielige Entwicklung zu vermeiden. Um dies zu unterstüt-
zen bieten wir zusätzlich zu den textuellen Ähnlichkeits-
facetten QbE-Facetten an, die es dem Nutzer ermöglichen,
einen Ähnlichkeitsvergleich von Produkten auf Basis der
im Beispieldokument enthaltenen Geometrie oder auch der
Topologie durchzuführen. Bei der Indexierung der Artefak-
te werden diese Informationen aus den zugehörigen Pro-
duktmodellen gewonnen (CAD→ 3D, techn. Zeichnung
→ 2D). Hinsichtlich der Artefakttypen werden diese Infor-
mationen der Produktebene zugeordnet, um die produkt-
orientierte Denkweise des Entwicklers zu unterstützen. Zur
Repräsentation dieser Facetten wird auf bestehende Ansät-
ze der Forschung zurückgegriffen (vgl. Kapitel 2).

Für den Nutzer arbeitet die Verwendung der Ähnlich-
keitsfacetten analog zu den Attributfacetten. Dies ist von
Vorteil, da der Nutzer die grundsätzliche Funktionsweise
der Anfragesteuerung auf QbE-Anfragen übertragen kann
und nur die Metapher der Facettenachse verstehen muss.

5.4 Dynamische Bereitstellung von Facetten
Im Enterprise Search-Umfeld findet sich eine Vielzahl von
(semi-) strukturierten Artefakten, die mit Hilfe einer über-
greifenden Suchfunktionalität zugänglich gemacht werden
sollten. Da die Anzahl der beschreibenden Facetten aller
Artefakte sehr groß werden kann, ist es notwendig, den
Nutzer bei einer Informationssuche so zu unterstützen, dass
ihm nur die jeweils aktuell sinnvollen und gültigen Facetten
für eine weitere Verfeinerung der Suchanfrage angeboten
werden. Der Inhalt der Liste der verfügbaren Facetten wird
durch Auswertung der aktuellen Suchergebnisse und der

Artefakttyphierarchien nach jeder Änderung der Suchan-
frage aktualisiert.

Bei einer Anfrage auf der Produktebene, die der Nutzer
über die Facette Produktgruppe „Schrauben“ einschränkt,
werden zusätzlich zu den allgemeinen produktspezifischen
Facetten noch Facetten, wie bspw. die Gewindeausführung,
die Schraubenlänge und der Nenndurchmesser angeboten
(vgl. Abbildung 3).

Die Bestimmung der aktuell gültigen Facetten wird vom
Modul Facettenauswahl(siehe Abbildung 2) übernommen.
Dies umfasst auch die Bestimmung der aktuell gültigen
Verbindungen zu anderen Artefaktebenen.

5.5 Wechsel des Artefakttyps

Das LFRP-Suchframework unterstützt die Suche auf ver-
schiedenen miteinander verbundenen Artefaktebenen. Die
dazu notwendigen Beziehungen wurden in Abbildung 4 vi-
sualisiert. Eine Ebene wird durch einen einzelnen Artefakt-
typ definiert und enthält alle indexierten Artefakte dieses
Typs. Die Beziehungen zwischen den verschiedenen Arte-
fakttypen werden für den Ebenenübergang verwendet. Ab-
bildung 6 zeigt beispielhaft Artefakte auf vier Ebenen. Auf
der Produktebene sind Beziehungen zwischen Produkten
sichtbar (bspw.is-part-of Beziehungen zwischen einzel-
nen Bauteilen und dem Gesamtprodukt) sowie Beziehun-
gen zwischen Ebenen (Produktis-made-ofMaterial).

Abbildung 6: Beziehungen zwischen und innerhalb von Ar-
tefaktebenen.

Suchanfragen im LFRP-Suchframework können prinzi-
piell in jeder unterstützten Artefaktebene beginnen. Der
Nutzer kann die Verlinkungen zwischen den Artefakten in
zwei verschiedenen Anwendungsfällen nutzen.

Der erste Anwendungsfall besteht in der Suche nach Ar-
tefakten einer Ebene, indem der Nutzer seine Anfrage ge-
mäß Abschnitt 5.1 formuliert. Um die Suchergebnismen-
ge weiter zu verringern, kann es hilfreich sein, Filterungen
mit Hilfe von Facetten, die von direkt verbundenen Ebe-
nen stammen, vorzunehmen. Bei einer Suche auf derDo-
kumentebenekann es sinnvoll sein, die Ergebnisdokumente
über die ProduktfacetteProduktnameweiter einzuschrän-
ken. Gemäß Abbildung 4 können Dokumente Produkte be-
schreiben, d. h. es existiert eine Verbindung zwischen die-
sen beiden Artefakttypen, die es dem LFRP-Framework er-
möglicht, Facetten der direkt verbundenen Ebenen auf Ba-
sis der aktuellen Ergebnismenge zu bestimmen und diese
zur Filterung anzubieten. Das Anfrageframework generiert
automatisch die dazu notwendige geschachtelte Anfrage.
Dabei werden ausgehend von den aktuellen Artefakten des
Suchergebnisses, in diesem Fall Dokumente, die damit ver-
bundenen Produkte bestimmt. Basierend auf dieser Menge
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wird dann die FacetteProduktnameberechnet. Dem Nut-
zer wird damit die Möglichkeit gegeben, die Artefaktver-
linkung zu nutzen, um weitere Filterkriterien zu definieren.
Das Suchergebnis enthält nach wie vor nur Dokumente, die
allerdings durch Facetten, die von direkt verbundenen Ebe-
nen stammen, gefiltert werden können.

Der zweite Anwendungsfall beschreibt den Übergang
zwischen Artefaktebenen. Analog zum ersten Anwen-
dungsfall wählt der Nutzer Facetten zur Filterung des ak-
tuellen Suchergebnisses aus und nimmt Selektionen dar-
auf vor. Bei bestimmten Informationsbedürfnissen kann es
sinnvoll sein, die Artefaktebene basierend auf den aktuel-
len Suchergebnissen zu wechseln. Ein Beispiel ist die Su-
che auf der Dokumentebene mit Hilfe eines Beispieldoku-
ments. Der Nutzer kann die erhaltene Suchergebnismen-
ge mit Dokumentfacetten weiter einschränken. Ist er mit
den Ergebnisdokumenten zufrieden, kann der Wunsch auf-
kommen, alle durch die Dokumente beschriebenen Produk-
te zu sehen. Das Anfrageframework bestimmt jetzt basie-
rend auf den Dokumenten in der Ergebnismenge die damit
verbundenen Produkte. Das heißt, ausgehend von der ak-
tuellen Ergebnismenge der Ursprungsebene navigiert das
LFRP-Framework anhand der spezifizierten Beziehung zur
Zielebene und erstellt die neue Ergebnismenge auf Basis
der Artefakte in dieser Ebene. Das neue Suchergebnis kann
weiter über Facettenselektionen eingeschränkt werden. Zu-
sätzlich hat der Nutzer die Möglichkeit, zur Ursprungsebe-
ne zurückzugehen, um die initialien Filterkritierien zu ver-
ringern oder zu erweitern. Die Liste der aktuell gültigen
Verlinkungen zu anderen Ebenen ist direkt neben der Liste
der aktuell angebotenen Facetten zu finden (vgl. Abschnitt
„Switch artifact types“ in Abbildung 1).

6 Zusammenfassung und Ausblick

In der vorliegenden Publikation haben wir das LFRP-
Framework als einen interaktiven Ansatz zur Unterstützung
komplexer Suchsituationen vorgestellt. Unser Ansatz kom-
biniert die etablierten Techniken der facettierten Suche,des
Rankings und von parallelen Koordinaten in ein integrier-
tes und mächtiges Werkzeug, um explorative Suchanfragen
zu unterstützen. Dieser Ansatz wurde in einem Forschungs-
projekt mit Industriebeteiligung aus der Domäne der tech-
nischen Produktentwicklung entwickelt. Erste Nutzerbe-
fragungen zeigen, dass die grundsätzliche Ausrichtung des
Ansatzes erfolgversprechend ist.

Nichtsdestotrotz existieren weitere offene Punkte, die
noch zu untersuchen sind. Wir entwickeln ein Konzept, um
verschiedene Nutzergruppen zu unterscheiden. Experten-
nutzer sollen hierbei auf die vollständige Funktionalitätdes
Ansatzes zurückgreifen können, um Suchvorlagen für ver-
schiedene Situationen im PEP, die durch komplexe Infor-
mationsbedürfnisse geprägt sind, zu definieren. Diese Vor-
lagen werden in eine Prozessmanagementlösung integriert
und können von Standardnutzern als Einstiegspunkt für in-
teraktive Suchanfragen genutzt werden.

Ein weiterer Aspekt betrifft die Präsentation der Er-
gebnisliste. Hierbei sind weitere Visualisierungen vorstell-
bar, bspw. Schlagwortwolken (Tag clouds, vgl.[Hassan-
Montero und Herrero-Solana, 2006]) als Repräsentation für
interessante Aspekte wie Projektwolken oder Autorwolken
bzw. erweiterte Vorschaufunktionalitäten für die Artefakte.

Ferner müssen auch effiziente Implementierungen des
Frameworks und die sinnvolle Verteilung der Berechnun-
gen zwischen Frontent und Backend betrachtet werden.
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Abstract 
A method is proposed that makes use of visual 
reranking to selectively sample feedback sets for 
Pseudo-Relevance-Feedback during speech-
transcript-based video retrieval. Observed per-
formance improvement is indicative of the ability 
of visual reranking to increase the relevance den-
sity of the feedback set. 

1 Introduction 
Applying resampling techniques to select feedback docu-
ments has been shown to improve performance of pseudo-
relevance feedback (PRF) [Lee et al., 2008]. The success 
of reranking techniques for video retrieval, e.g., [Hsu et 
al., 2006] and [Yan et al., 2003], suggests that judicious 
application of visual information can refine results lists 
generated by text-based retrieval. We propose an ap-
proach to speech-transcript-based video retrieval, which 
we designate Visual Reranking+PRF (VR+PRF), that 
combines these two principles. VR+PRF informs feed-
back document resampling with document similarity pat-
terns derived from low level visual features. In conven-
tional PRF, the top N items in the initial results list are 
used as the feedback set. VR+PRF also samples the top N 
items, but from a refined version of the results list created 
by the application of visual reranking. In other words, our 
method succeeds in making use of “visually” top ranked 
videos as positive feedback documents for PRF. In this 
respect, it is different from the existing techniques apply-
ing PRF in video retrieval. These techniques typically do 
not perform reranking and exploit only textual informa-
tion from the top-ranked documents or the visual informa-
tion from lower-ranked ones (“visual” pseudo-negatives) 
[Yan et al., 2003]. 

We show that VR+PRF achieves a modest but consistent 
improvement in retrieval performance when compared to 
conventional PRF. This performance gain reflects im-
proved relevance density resulting from visual reranking. 
Further analysis demonstrates that visual resampling is 
particularly helpful for certain queries, and that its posi-
tive impact cannot easily be matched by text-based re-
sampling. 

2 Visual Reranking 
Our use of visual features is based on the expectation that 
the process of video production is constrained by conven-
tions that give rise to visual similarity among videos that 

treat the same topic. If visual similarity among items in 
the results list can be assumed to result from topical rela-
tion to the query, then sampling items from dominant vis-
ual clusters should yield a high precision feedback set 
with potential to improve PRF. We build on our previous 
work that introduced the use of the Average Item Distance 
(AID) for the visual reranking of results lists [Rudinac et 
al., 2009]. Documents di in the results list R are reranked 
by their AID score, which is their average distance to all 
other documents in the results list, expressed by 
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The AID score is similar to the aggregate dissimilarity 
used in [Yan et al., 2003]. The effect of the AID score is 
to advantage documents that are sufficiently representa-
tive of the entire collection. This could be the documents 
that are either central to the overall set of documents, or 
that belong to the most dominant clusters occurring in the 
collection. Resampling documents with top AID scores is 
used with a similar motivation and to a similar end as the 
cluster-based resampling used in [Lee et al., 2008]. 

3 Experimental Setup 
For our experiments we use the VideoCLEF 2008 test set 
[Larson et al., 2008], which contains Dutch-language 
documentaries automatically segmented into shots. In the 
data set, each shot is associated with an automatically 
extracted keyframe and a speech recognition transcript of 
its contents. To make our experiments independent of the 
challenges that are beyond the scope of this paper, we 
discard the shots without speech transcripts, arriving at a 
test collection containing a total of 5,362 shot-level docu-
ments. The queries used (total of 53) are semantic labels 
that have been hand-assigned by archivists and are used at 
the video archive for annotating and retrieving video. 
Video retrieval and reranking are performed in an auto-
matic manner. We carry out retrieval using the Lemur 
toolkit, choosing the Kullback-Leibler divergence model 
[Lafferty et al., 2001] with Dirichlet smoothing. PRF in-
volves a linear combination of the original query model 
and the feedback model. Visual reranking consists of re-
ordering documents by increasing AID score, where dist 
is the Euclidean distance between vectors of low-level 
visual features including color moments and Gabor tex-
ture features extracted from the keyframe representing 
each shot, described in [Rudinac et al., 2009]. 
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4 Experimental Results 

4.1 PRF vs. VR+PRF 
Our first experiment compares conventional PRF and 
VR+PRF, testing application of the method in a single and 
then repeated iterations, up to the point where perform-
ance gains cease. Performance (cf. Table 1) is reported as 
the Mean Average Precision (MAP) at optimal parameter 
settings for each round.  

Condition 1x 2x 3x 4x 
PRF 0.2161 0.2523 0.2573 0.2586 

VR+PRF 0.2191 0.2661 0.2667 0.2678 
Table 1: Performance (MAP) of PRF and VR+PRF iterations 

(Parameters optimized individually for each condition) 

VR+PRF demonstrates a small but consistent improve-
ment over conventional PRF at each round. To investigate 
the source of improvement, we follow [Lee et al., 2008] 
and calculate the relevance density for various sizes of 
feedback sets (cf. Table 2). The relevance density for 
feedback set of size N is the proportion of documents in 
the set that are relevant. Recall that our feedback set is the 
top N documents in the retrieved list for PRF and in the 
visually-reranked retrieved list for VR+PRF. 

Condition  5   10 15 20 30 100 
1x-PRF 0.419 0.415 0.418 0.420 0.431 0.435 
2x-PRF 0.468 0.470 0.473 0.475 0.478 0.460 
3x-PRF 0.476 0.479 0.484 0.489 0.494 0.473 
4x-PRF 0.479 0.483 0.489 0.494 0.496 0.478 

1x-VR+PRF 0.434 0.438 0.429 0.429 0.438 0.455 
2x-VR+PRF 0.513 0.493 0.496 0.496 0.499 0.492 
3x-VR+PRF 0.509 0.504 0.503 0.504 0.505 0.489 
4x-VR+PRF 0.513 0.496 0.502 0.502 0.502 0.488 

Table 2: Relevance density of feedback sets of increasing size 

Note that for smaller feedback sets, iterations of VR+PRF 
yield higher relevance densities. Additionally, a relevance 
density peak with a feedback set of size 30 cuts across 
conditions. 

5 VR+PRF vs. Textual Reranking+PRF 
Our second experiment compares VR+PRF with Textual 
Reranking+PRF (TR+PRF). Textual reranking is accom-
plished by reordering items in the result list by their AID 
scores, calculated using distances in the text space. For 
this exploratory experiment we use feedback set of size 
30, revealed previously to be a relevance density peak. 
Other parameters were set to reasonable global optima we 
judged would not advantage a particular test condition. 
The results in Table 3 demonstrate that the improvement 
of VR+PRF cannot be easily matched by a simplistic form 
of text-based feedback document resampling. 

Condition 1x 2x 3x 4x 
PRF 0.2032 0.2263 0.2262 0.2262 

VR+PRF 0.2031 0.2323 0.2333 0.2181 
TR+PRF 0.2030 0.2153 0.2086 0.2011 

Table 3: Performance (MAP) of PRF, VR+PRF and TR+PRF 
iterations 

A visualization of the performance of queries (for clarity 
limited to those that achieve MAPs > 0.10) reveals that 
the strength of VR+PRF is based on its power to improve 

certain queries. TR+PRF, on the other hand tends to yield 
the same level of performance as conventional PRF, or 
else hurt queries. 
 

 
Figure 1: Query by query average precision of 2xPRF (dark), 

2xVR+PRF (middle), and 2xTR+PRF (light) 

6 Outlook 
We have proposed the use of visual reranking to support 
the selective sampling of a feedback set for use in PRF 
feedback during speech-based video retrieval. Future 
work will involve investigation of other visual reranking 
methods and exploration of query classification methods 
that will allow us to predict which queries stand to benefit 
from the application of VR+PRF. 
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Zusammenfassung 
Der vorliegende Artikel gibt einen Überblick 
über ein entwickeltes Textextraktionssystem und 
die Weiterverwendung der Ergebnisse in einer 
inhaltsbasierten Video-Suche. Dazu wird das be-
stehende Retrieval-System für die Verarbeitung 
der teilweise ungenauen Ergebnisse der OCR 
erweitert. Das Demo-System umfasst die Be-
schreibung der Teilprozesse der Texterkennung 
sowie ein prototypisches Retrieval Interface, 
welches über Webservice-Schnittstellen an das 
Recherche Framework Xtrieval angebunden ist. 

1 Motivation 
Im InnoProfile Projekt sachsMedia1 werden Verfahren zur 
inhaltlichen Analyse von audiovisuellen Medien erforscht. 
Diese Methoden werden benötigt um beispielsweise histo-
risch gewachsene Archive von lokalen Fernsehsendern 
zugänglich und damit wirtschaftlich verwertbar zu ma-
chen. 
Der nachfolgend beschriebene Prototyp umfasst ein Sys-
tem zur Texterkennung im Videomaterial, eine Web-
service-Architektur für die Indizierung und Suche in ei-
nem Beispielkorpus und Konzepte zur nachträglichen 
Korrektur der OCR Resultate. Der Testkorpus umfasst ca. 
400 Stunden sendefähiger Fernsehbeiträge mit intellek-
tuell vergebenen Metadaten. Zur Recherche sind folgende 
Deskriptoren der Beiträge verwertbar: Titel (für 100%), 
Beschreibungen (für ca. 70%) und Stichworte (für ca. 
45%). Zur inhaltsbasierten Suche wird der Index mit den 
Ergebnissen der Texterkennung angereichert. Die Extrak-
tion der Texte und die automatische Korrektur der Resul-
tate sind dabei die größte Herausforderung. 
Der beschriebene Prototyp soll in Zukunft zur inhaltlichen 
Erschließung von Archiven genutzt werden, die wenig 
oder überhaupt keine intellektuellen Annotationen enthal-
ten. 

2 Verwandte Arbeiten 
Ein System zur Recherche in verrauschten textuellen 
Daten, die mit automatischen Verfahren extrahiert wur-
den, sollte die inhaltlichen Fehler der Erkennung im Ideal-
fall eliminieren oder zumindest weitestgehend verringern. 
Nach [Beitzel et. al., 2003] können Ansätze zur Lösung 
des Problems in folgende Kategorien unterteilt werden: 
(a) spezielle IR Modelle für OCR Korpora [Harding et. 

                                                 
                                                

1 Gefördert durch: Unternehmen Region, Die BMBF Inno-
vationsinitiative Neue Länder 

al., 1997], [Taghva et. al., 1994], (b) automatische Kor-
rektur der Fehler bei der automatischen Erkennung [Liu 
et. al. 1991], [Tong et. al., 1996] und (c) Verbesserung des 
String-basierten Ähnlichkeitsmaßes für verrauschten Da-
ten [Collins-Thompson et. al., 2001], [Brill & Moore, 
2000]. 
In mehreren zentral organisierten Kampagnen, wie dem 
TREC-5 Confusion Track2 oder CLEF CL-SR3 wurden 
verrauschte Korpora zur Evaluation von Retrieval-
Systemen erstellt und eingesetzte Verfahren verglichen. 
Die durchgeführten Studien zeigen, dass unter den Vor-
aussetzungen einer geringen Fehlerrate bei der Erkennung 
und ausreichend langen Dokumenten (bspw. gescannte 
Buchseiten oder Transkriptionen von Tondokumenten) die 
Genauigkeit der Recherche mit den verwendeten Ansät-
zen nur unwesentlich verschlechtert wird. Jedoch sind 
genau diese Bedingungen hier im konkreten Problemfeld 
nicht gegeben. Einerseits erschwert die hohe Varianz der 
Eigenschaften des auftretenden Textes im Videomaterial 
die automatische Erkennung und andererseits sind die 
auftretenden Textpassagen generell eher kurz. 
Im folgenden Abschnitt wird das Verfahren zur Erken-
nung und Extraktion von Text beschrieben. In Abschnitt 4 
werden die zwei verwendeten Ansätze zur Indizierung der 
OCR-Ergebnisse erläutert. 

3 Aufbau der Textextraktion 
Analog zu [Gargi et. al., 1998] besteht das nachfolgend 
beschriebene prototypische Textextraktionssystem aus 
vier Hauptschritten. Dabei werden im ersten Schritt die 
Textkandidaten (Einzelframes) im Video detektiert. An-
schließend folgen Textlokalisierung und Segmentierung 
von Vorder- und Hintergrund. Daraufhin werden die 
Textbereiche verbessert und binarisiert. Im letzten Schritt 
wird der so aufbereitete Frame einem OCR-System zuge-
führt um den extrahierten Text zu erkennen. Das vollstän-
dige Verfahren wird in [Heinich, 2009] umfassend erläu-
tert. 
Aufgrund der Redundanz in aufeinanderfolgenden Frames 
und dem Fakt das Text mindestens zwei Sekunden darges-
tellt werden muss um gelesen werden zu können, ist es 
möglich nur jeden zehnten oder zwanzigsten Frame zu 
verarbeiten. 
Zur Veranschaulichung soll Abbildung 1 dienen, in der 
die einzelnen Schritte der Prozesskette anhand eines Bei-
spiels dargestellt sind. 

 
2 http://trec.nist.gov/data/t5_confusion.html 
3 http://www.clef-campaign.org/2005/working_notes/ 
CLEF2005WN-Contents1.htm#Clsr 
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(c) (d) 

 
(e) (f) 

 
Abbildung 1:  (a) Original-Frame, (b) Bild der relevan-

ten Kantenpixel, (c) Gewichtungsmaske 
der DCT, (d) normalisierte Maske, (e) 
Maskierungsergebnis, (f) Resultat für 
OCR-API 

3.1 Textdetektion 
In diesem Prozessschritt werden Frames bestimmt, die 

Text enthalten können. Dabei wird mit Hilfe einer Heuris-
tik überprüft, ob sich genügend Kantenpixel mit einem 
Mindestgradienten im aktuellen Frame befinden. Dazu 
werden zwei Schwellwerte verwendet. Ersterer dient zur 
Bestimmung von Kantenpixeln im Bild und ein Zweiter 
beschreibt die Mindestanzahl solcher Kantenpixel in ei-
nem Textkandidaten. Die Abbildung 1b repräsentiert die 
relevanten Kantenpixel im Frame. 

3.2 Textlokalisierung und -segmentierung 
Nach [Lu & Barner, 2008] wird zur Textlokalisierung das 
Verfahren der gewichteten diskreten Cosinus-Transfor-
mation (DCT) verwendet. Dabei wird mit Hilfe der DCT 
das Spektrum eines Makroblocks ermittelt. Im hier vor-
gestellten Verfahren wird die DCT auf 16x16 Pixel große 
Makroblöcke angewendet. Mögliche Textregionen befin-
den sich im mittleren Frequenzbereich und können mit 
folgender Gewichtungsvorschrift verstärkt werden: 

,
0,           

, , 4 12 

er- und
Hierb

 
enten ,  resultieren aus 

m Quadrat des Koeffizienten ,  um irrelevante 
Frequenzen abzuschwächen. Die Energie  eines Text-
blockes wird letztlich mit 
  

öße und ungeeignetem Höhen-
iert. Dies ist in Abbildung 

ritt wird der Frame wie in 

 keine einheitliche Farbe besitzt und somit der 
bt. Das Ergebnis dieser Bina-
rd dann der Texterkennung 

 beschriebenen 
Implementierung eingesetzt. Das Projekt ging aus einem 
HP-Labs-Forschungsprojekt hervor und wurde 2007 in 
einem Google Code Projekt übernommen. 
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Zusätzlich werden damit die nied  hochfrequenten 
Anteile des Spektrums eliminiert. ei beschreiben  
und  die Koordinaten der Pixel in einem Makroblock. 
Die gewichteten Koeffizi

4

de

,  

 
bestimmt. Nach einer Normalisierung der Energiewerte 
ergibt sich eine Maske wie sie in Abbildung 1c dargestellt 
ist. Diese Maske wird mit einem simplen Schwellwertver-
fahren binarisiert. Zusammenhängende Textblöcke wer-
den durch umschließende Rechtecke begrenzt. Textblöcke 
mit einer zu geringen Gr
Breitenverhältnis werden elimin
1d illustriert. Im nächsten Sch
Abbildung 1e maskiert. 

3.3 Textbinarisierung 
Bei der Binarisierung geht es darum, den Frame in zwei 
Farben zu unterteilen. Um ein optimales Eingangsbild für 
die OCR-API zu erreichen, wird der Text schwarz gefärbt 
und der Hintergrund weiß. Dazu wird ein Regionen-
basiertes Schwellwertverfahren auf die umschließenden 
Rechtecke angewendet. Text- und Hintergrundfarbe wer-
den ermittelt und ein automatischer Schwellwert für die 
Binarisierung festgelegt. 
Die Annahme bei der Bestimmung von Text und Hinter-
grund besteht darin, dass in einem umschließenden Rech-
teck weniger Textpixel enthalten sind als Hintergrund-
pixel. Gibt es in dem Histogramm eines Rechtecks zwei 
große Peaks so ist der größere die Hintergrundfarbe und 
der kleiner die Textfarbe. Sollte es sich nur um einen 
signifikanten Peak handeln wird angenommen, dass der 
Hintergrund
Peak die Textfarbe beschrei
risierung (Abbildung 1f) wi
übergeben. 

3.4 Texterkennung 
Zur Texterkennung wurden ein kommerzielles SDK (Asp-
rise OCR4), zwei Consumer-Produkte (Omnipage 16 
Professional5, Finereader6) und ein Open-Source-Projekt 
(tessereact-ocr7) verglichen. Die Asprise-API lieferte im 
Vergleich die schlechtesten Ergebnisse. Omnipage und 
Finereader lieferten bessere Resultate, besitzen aber aus-
schließlich ein grafisches Nutzer-Interface und keine 
Programmierschnittstelle und lassen daher keine Einbin-
dung in einen automatisierten Prozess zu. 
Die OCR-API tesseract erzielte im Vergleich die besten 
Erkennungsraten und wird daher in der hier

 
4 http://asprise.com/product/ocr/index.php?lang=java 
5 http://www.nuance.de/ 
6 http://finereader.abbyy.de/ 
7 http://code.google.com/p/tesseract-ocr/ 
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4 Anbindung an ein Retrieval-System 
Über eine Webservice-Architektur [Kürsten, 2009] wer-
den sämtliche Resultate der automatischen Verfahren der 
Inhaltsanalyse an das Retrieval-System Xtrieval [Wil-
helm, 2008] übergeben. Für die Recherche im Testkorpus 
wird Lucene8 mit einer Variante des Vektorraummodells 
verwendet. Vor der Indizierung werden die Ergebnisse 
des beschriebenen OCR Verfahrens aufbereitet. Dies ist 
notwendig, weil die Erkennung auf dem Ausgangsmateri-
al einerseits im hohen Maße redundante Ergebnisse pro-
duziert und andererseits Teile des erkannten Textes feh-
lerhaft sind. Diesen Problemen wird mit den beiden nach-
folgend beschriebenen Verfahren entgegnet. Eine wissen-
schaftliche Evaluation beider Ansätze im vorliegenden 
Anwendungsfall steht noch aus. 

4.1 Automatische Korrektur mit Wörterbuch 
Bei der automatischen Erkennung kommt es häufiger zu 
einfachen Fehlern. Diese seien folgendermaßen definiert: 
Ein Wort hat eine kleine Buchstabenfehlerrate, wenn das 
Verhältnis richtig erkannter Buchstaben zur Gesamtanzahl 
erkannter Buchstaben größer als 0.8 ist. 
Zur Eliminierung der Fehler wird die frei verfügbare API 
Suggester Spellcheck9 eingesetzt. Diese liefert für einen 
übergebenen Ausdruck mehrere Vorschläge zurück, aus 
denen ein Benutzer das letztlich korrekte Wort auswählen 
kann. In der automatischen Verarbeitung ist diese Selek-
tion nicht realisierbar. Ausgehend von der Annahme, dass 
ein nicht vollständig erkanntes Wort eine kleine Buchsta-
benfehlerrate aufweist, werden die ersten drei Vorschläge 
des Korrekturverfahrens an die Indizierung übergeben. 
Dieser Ansatz eliminiert einen großen Teil der redundan-
ten und fehlerbehafteten Eingaben, bei denen unterschied-
liche Buchstaben eines mehrfach erkannten Ausdrucks 
falsch erkannt werden. 
Die verwendete Korrektur-API nutzt einen proprietären 
Algorithmus, der auf dem Abstand von Zeichen bei Tasta-
tureingaben basiert und kombiniert diesen mit einem 
Sprachspezifischen Wörterbuch. Damit lässt sich die Re-
dundanz der erkannten Terme pro Beitrag bereits erheb-
lich reduzieren. Die Gesamtzahl der OCR-Terme ver-
ringert sich damit von 9993 auf  2534, was einer durch-
schnittlichen Dokumentlänge von ca. 26 Termen ent-
spricht. Dennoch scheint es sinnvoll das Korrekturverfah-
ren analog zu dem Ansatz in [Liu et. al., 1991], [Brill & 
Moore, 2000] oder [Höhn, 2008] zu erweitern. Dazu wird 
der Korrektur-Algorithmus an die spezifischen, häufig 
auftretenden Fehler der OCR (bspw. "nr" - "m", "ni" - 
"m", usw.) angepasst. 

4.2 Dekomposition im Indizierungsprozess 
Zur Anreicherung der vorhandenen intellektuellen Meta-
daten der Videos oder der automatischen Erschließung 
von Archivmaterial werden die OCR-Ergebnisse indiziert. 
Als alternativer Ansatz zur automatischen Korrektur wird 
eine spezielle Variante [Wagner, 2005] der N-Gram To-
kenisierung [De Heer, 1974] verwendet. Dabei werden die 
Terme in einzelne Silben zerlegt und der eigentliche Index 
auf deren Basis erstellt. Das Ranking der Dokumente 
erfolgt anhand der Silben - eine Suchanfrage wird also mit 
den Silben jedes Terms verglichen. Sollte dabei ein von 

                                                 

                                                

8 http://lucene.apache.org/ 
9 http://softcorporation.com/products/spellcheck/ 

der OCR-Komponente erzeugter Term Fehler beinhalten, 
kann er bei einer Suche dennoch gefunden werden, wenn 
mindestens eines der erzeugten N-Gramme noch korrekt 
ist. 
Das Dekompositionsverfahren nach [Wagner, 2005] wur-
de bereits mehrfach in umfangreichen Evaluationen10, 11 
mit dem Stemmer nach Porter12 verglichen. Dabei zeigte 
sich, dass das Verfahren in Bezug auf die durchschnittli-
che Genauigkeit (MAP) signifikant bessere Ergebnisse als 
eine einfache Wortstamm-Reduktion erzielt. Nachteile des 
N-Gram Ansatzes im Retrieval sind jedoch die deutlich 
höhere Antwortzeit, die durch das Matching auf Silben-
ebene entsteht und der deutlich größere Speicherplatzbe-
darf für den invertierten Index der Silben [McNamee & 
Mayfield, 2004]. 

5 Zusammenfassung und Ausblick 
Im vorliegenden Artikel wurde ein prototypisches System 
zur automatischen Erkennung von Text in Fernsehbeiträ-
gen zur automatischen Erschließung von geringfügig oder 
nicht annotierten Archiven beschrieben. Erste Ergebnisse 
der Indizierung der OCR Resultate zeigen Potential für 
eine weitere Optimierung des Gesamtsystems. 
Ein grundlegender Schritt hierzu wäre der Vergleich der 
beiden Verfahren anhand eines Evaluationskorpus. Ferner 
sollte das verwendete automatische Korrekturverfahren 
mit einem ähnlichen Ansatz13 verglichen werden, um 
dessen Robustheit zu verifizieren. Weiterhin könnte ein 
adaptives Verfahren zur automatischen Erkennung und 
Korrektur von Fehlern eingesetzt werden. Abschließend 
sollte versucht werden das automatische Korrekturverfah-
ren mit der N-Gram Tokenisierung zu kombinieren und 
mit den Ergebnissen der jeweils einzelnen Ansätze zu 
vergleichen. 
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Abstract
This article introduces the current research and
teaching framework, developed at the Chair
Media Informatics at Chemnitz University of
Technology. Within the demo-session we
demonstrate and visualize its functionality on a
scientific method for shot detection.

1 Introduction
The field of documentation of steadily increasing amounts
of data and digital archiving is one of the challenging topics
in the investigations of current research.

The Retrieval Group from the research project
sachsMedia — Cooperative Producing, Storage, Retrieval
and Distribution of Audiovisual Media is currently engaged
in the extraction and indexing of important informations
of predefined objects from the video sources of local
television stations in preparation for successive and
custom-driven search processes. [sachsMedia, 2009]

The close relationship of the project specific fields
speech analysis (SPR), video analysis (VID), and meta-
data handling (MDH) led to the development of the
common framework AMOPA, which is described in more
detail in section 2.

The field of methods proposed for object detection in
literature is huge. Applied onto videos, not a small part of
this algorithmic class fails due to abrupt changes of content
within consecutive frames (scene change). The detection
of shot boundaries is also widely discussed and became
a major step in preprocessing, usually used to minimize
the failure in postponed object detection. We are using an
approach from [Liu et al., 2006] proposed at the scientific
competition TRECVID and explain its integration into our
framework in section 3.

2 A framework to enhance video analysis
The Java-based research framework AMOPA – Automated
MOving Picture Annotator is easily extensible and allows
rapid prototyping of arbitrary process-driven workflow
concepts, traditionally used in image processing. Figure 1
shows the framework and several components, which are
available as open source projects.

The open source library FFMPEG is used to open, close,
and access any supported kind of video streams. The
project Streambaby1 and its subcomponent FFMPEG-Java
directly invoke the C functions from Java code via Java
Native Access (JNA).

1http://code.google.com/p/streambaby

Figure 1: Architecture of the research framework AMOPA.
(From: [Ritter, 2009])

The implementation of the process concept is based
on an extended version of the toolkit Java Media Utility,
provided in 2006 in an early state of development by the
engineer Paolo Mosna [Mosna, 2007]. Linear workflows
can be modeled by using its engine framework. Thereby
connected processes allow to pass results in the form
of defined objects along the image processing chain
(IPC). Any chain contains one input, one output, and
several intermediate processes, which can be dynamically
instantiated and parameterized during runtime by the
means of an XML file. All custom processes are started
as separated full-functional threads with optional object
sharing.

To facilitate and accelerate the creation of customized
image processing chains, a visualization toolkit consisting
of two components is currently under development. The
first one is a graphical editor, oriented at the comfortable
usability of GraphEditPlus2. The other one implements a
global window manager, capable of handling any graphical
output at any time from registered processes.

3 Applied shot detection

The international scientific Text REtrieval Conference
(TREC) series “encourage[s] research in information
retrieval from large text collections”3. The track on Video
Retrieval Evaluation became an independent evaluation
(TRECVID) in 2003. Finally, Shot Boundary Detection
remained a major task until 2007. [Smeaton et al., 2006]

2http://www.thedeemon.com/GraphEditPlus
3http://trec.nist.gov
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Figure 2: Adapted processing chain from the method of
AT&T in AMOPA. All processes are marked in dark grey.
The white finite state machine detectors Cut and Dissolve
are simply aggregated by the connected controlling process
used for automated shot detection.

3.1 Definitions
According to [Smeaton et al., 1999] a shot is defined as a
sequence of frames “resulting from continuous recording
by a single camera”, whereas a scene is frequently
composed of multiple shots. In turn the video itself
naturally consists of a collection of scenes.

Transitions between two adjacent shots can be divided
into four major types. A “hard” cut spans two consecutive
frames and occurs after a complete change of shots. Fade,
dissolves and wipes are examples of gradual transitions
containing more than two frames. [Zhang et al., 1993]

3.2 The method of AT&T
[Liu et al., 2006] suggested a promising solution to reliably
detect different types of shot transitions. Since hard
cuts and dissolves occur most frequent, we decided to
implement the corresponding detectors within our frame-
work for further analysis.

Figure 2 illustrates the adapted image processing chain
of the related work from AT&T. The video frames are read
by the input process FrameReader and are passed onto the
feature extraction component (left box). The shot boundary
detection is done by the connected detectors (right box),
which are using the results from feature extraction. In
the end the module ResultFusion avoids the overlapping of
shot transition candidates.

The integrated block-based motion detection is one of
the key features to detect shot boundaries for sure. At first
the current image has to be segmented into non-overlapping
blocks, preferably of size 48 × 48. Subsequently a motion
vector for this template to the next frame is calculated using
a customized search range of 32 × 32. The difference
between the best match within the search range and the
underlying template is called matching error. These
statements are repeated for every block and the current
overall matching error MEA is computed.

The actual shot detection is performed by the shot
detectors, which are implemented as finite state machines
(FSM), starting at state 0. As an example, figure 3 shows
the variables used in the cut detector along a sample video.
The detector owns a state variable AverageME, that
is updated by convex linear infinite impulse response in
state 0. It changes into transition candidate state 2, if the

Figure 3: Visualization of the course of variables from the
cut detector (AverageME—upper figure, MEA—middle
figure, detected cuts are represented by the peaks of the
different states of the finite state machine within the lower
figure) at the randomly chosen video BG 26797 from
TRECVID 2008 data set with an overall length of 3,605
frames.

AverageME is a multiple of its predecessor and if the
current MEA is higher than within the last five frames. The
verification state 3 is reached, if the current MEA remains
higher than before. If the dissimilarity between the shot
candidates is high, a detected shot is marked in state 1. In
any other cases state 0 is invoked.

First runs indicate, that the hard cut detector seems to
perform superior at data sets from different TRECVID
years as well as from local TV stations.

4 Conclusions

Although our framework is still under development, we
have shown in short, that it might be equipped with
arbitrary algorithms. The chaining for the applied shot
detection is not necessarily novel, but the possibility to
select and visualize (parts of) algorithms at any stage in
time and at comparatively low costs provides a convenient
base for further development and examination of state-of-
the-art algorithms. For more detail please refer to [Ritter,
2009].

A more sophisticated version of the presented algorithm
from [Liu et al., 2006] for shot detection was introduced by
its authors in 2007, whereas a profound description can be
found in [Liu et al., 2007].
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• Lorenz Weizsäcker, TU Darmstadt

We would like to thank the authors for their submissions,
and we also thank the members of the program committee
for providing helpful constructive reviews.

September, 2009,

Dominik Benz and Frederik Janssen



KDML



Table of Contents

Fast and Effective Subgroup Mining for Continuous Target Variables . . . . 1
Martin Atzmueller, Florian Lemmerich, Frank Puppe

Learning a Metric during Hierarchical Clustering based on Constraints . . 9
Korinna Bade, Andreas Nürnberger

Learning SQL for Database Intrusion Detection using Context-Sensitive
Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Christian Bockermann, Martin Apel, Michael Meier

Combining Instance-Based Learning and Logistic Regression for
Multilabel Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

Weiwei Cheng, Eyke Hüllermeier
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Abstract
Subgroup mining is a flexible data mining
method that considers a given target variable and
aims to discover interesting subgroups with re-
spect to this property of interest. In this paper, we
especially focus on the handling of continuous
target variables: We propose novel formaliza-
tions of effective pruning strategies for reducing
the search space, and we present the SD-Map*
algorithm that enables fast subgroup mining for
continuous target variables. Furthermore, we
present effective visualization techniques that are
seamlessly integrated in the semi-automatic sub-
group mining process. The evaluation demon-
strates the efficiency and effectiveness of the pre-
sented approaches.

1 Introduction
Subgroup mining is a broadly applicable data mining tech-
nique that can be customized for various application do-
mains. Prominent examples include knowledge discovery
in medical and technical domains, e.g., [Lavrac et al., 2004;
Atzmueller et al., 2005]. In general, subgroup mining
aims to identify interesting groups of individuals that de-
viate from the norm considering a certain property of inter-
est [Wrobel, 1997] given by a target variable. For example,
the risk of coronary heart disease (target variable) is signif-
icantly higher in the subgroup of smokers with a positive
family history than in the general population.

Subgroup mining with continuous target variables has
received increasing attention recently, e.g., [Jorge et al.,
2006; Aumann and Lindell, 2003], especially regarding
industrial applications. For example, in the industrial do-
main often one important goal is the identification of sub-
groups described by a combination of certain factors that
cause a significant increase/decrease in certain measure-
ment parameters, e.g., the number of service requests for
a certain technical component, or the fault/repair rate of a
certain manufactured product. Then, the target subgroups
can often not be analyzed sufficiently using the standard
techniques, e.g., [Lavrac et al., 2004; Wrobel, 1997], for
binary/nominal target variables, since the discretization of
the target variables causes a crucial loss of information. As
a consequence, the interpretation of the results is often dif-
ficult. The development of the techniques presented in this
work aims to overcome the mentioned limitations: Their
development was mainly motivated by industrial applica-
tions in the service support and in the manufacturing do-
main that required fast responsiveness for interactive sce-
narios.

In this paper, we propose methods for fast and effec-
tive subgroup mining for continuous target variables and
present an efficient subgroup discovery algorithm – as the
core step of the subgroup mining process: Usually a set
of (initial) hypotheses is discovered that is then refined
by interactive or focused automatic methods incrementally.
For a comprehensive analysis, the efficient automatic ap-
proaches are important for supporting a semi-automatic in-
volvement of the domain experts in order to effectively con-
tribute in a discovery session. Then, the discovered sub-
groups can be refined utilizing visualization techniques.

The contribution of the paper is thus twofold: We focus
on pruning strategies for reducing the search space in or-
der to obtain upper bounds for the possible quality of the
discovered patterns. We also present the SD-Map* algo-
rithm as a novel adaptation of the efficient SD-Map [Atz-
mueller and Puppe, 2006] algorithm incorporating the pro-
posed pruning strategies. Similar to the SD-Map algorithm,
SD-Map* guarantees to identify the k best patterns but it
is significantly faster using the pruning techniques. Fur-
thermore, we present effective visualization techniques and
discuss how these are integrated in the data mining environ-
ment VIKAMINE (http://www.vikamine.org).

The rest of the paper is organized as follows: Section 2
provides the basics on subgroup mining. After that, Sec-
tion 3 introduces the setting of continuous target variables
and proposes novel implementations of tight optimistic es-
timate functions for the continuous case. Next, we propose
the SD-Map* algorithm that enables fast subgroup mining
for continuous target variables. After that, we introduce
effective visualization methods, and discuss related work.
Section 4 provides an evaluation of the approach demon-
strating its efficiency and effectiveness. Finally, Section 5
concludes with a summary of the presented work and pro-
vides pointers for future work.

2 Preliminaries
In the following, we first introduce the necessary notions
concerning the used knowledge representation, before we
introduce subgroup discovery and its implementation using
continuous target variables.

2.1 Subgroup Mining and Subgroup Discovery
The main application areas of subgroup mining are explo-
ration and descriptive induction to obtain an overview of
the relations between a (dependent) target variable and a
set of explaining (independent) variables. Then, the goal
is to uncover properties of the selected target population
of individuals featuring the given target property of inter-
est. Therefore, not necessarily complete relations but also
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partial relations, i.e., (small) subgroups with "interesting"
characteristics can be sufficient. Specifically, these inter-
esting subgroups should have the most unusual (distribu-
tional) characteristics with respect to the concept of inter-
est given by the target variable [Wrobel, 1997]. Subgroup
discovery is the core data mining step of the subgroup min-
ing process, e.g., [Atzmueller et al., 2005], that is usually
implemented using automatic (algorithmic) and interactive
techniques, e.g., visualization methods.

A subgroup discovery task mainly relies on the following
four main properties: the target variable, the subgroup de-
scription language, the quality function, and the discovery
strategy. Since the search space is exponential concerning
all the possible selectors of a subgroup description efficient
discovery methods are necessary.

For some basic notation, let ΩA denote the set of all at-
tributes. For each attribute a ∈ ΩA a range dom(a) of
values is defined. Let CB be the case base (data set) con-
taining all available cases (instances). A case c ∈ CB is
given by the n-tuple c = ((a1 = v1), . . . , (an = vn)) of
n = |ΩA| attribute values, vi ∈ dom(ai) for each ai.

The subgroup description language specifies the indi-
viduals belonging to the subgroup. For a commonly ap-
plied single-relational propositional language a subgroup
description can be defined as follows:

Definition 1 (Subgroup Description). A subgroup descrip-
tion sd(s) = {e1, . . . , en} of the subgroup s is defined by
the conjunction of a set of selection expressions (selectors).
The individual selectors ei = (ai, Vi) are selections on do-
mains of attributes, ai ∈ ΩA, Vi ⊆ dom(ai). We define
ΩE as the set of all selection expressions and Ωsd as the
set of all possible subgroup descriptions.

A subgroup s described by sd(s) is given by all cases
c ∈ CB covered by the subgroup description sd(s). A
subgroup s′ is called a refinement of s, if sd(s) ⊂ sd(s′).

2.2 Subgroup Quality Functions
A quality function measures the interestingness of the sub-
group and is used to rank these. Typical quality criteria
include the difference in the distribution of the target vari-
able concerning the subgroup and the general population,
and the subgroup size.

Definition 2 (Quality Function). Given a particular target
variable t ∈ ΩE , a quality function q : Ωsd × ΩE → R is
used in order to evaluate a subgroup description sd ∈ Ωsd,
and to rank the discovered subgroups during search.

One major difference between the different types of tar-
get variables is given by disjoint sets of applicable quality
functions due to the different parameters that can be ap-
plied for estimating the subgroup quality: For example,
target shares are only applicable for binary or categorical
attributes, while continuous target variables require aver-
ages/aggregations of values, e.g., the mean. In the fol-
lowing, we consider the functions Continuous Piatetsky-
Shapiro qCPS (adapted from [Grosskreutz et al., 2008]),
Continuous LIFT qCLIFT , and Continuous Weighted Rela-
tive Accuracy qCWRACC (see [Lavrac et al., 2004]):

qc
Wracc =

n

N
·(m−m0) , qc

PS = n·(m−m0) , qc
Lift =

m

m0
.

where n and N denote the size of the subgroup and the
size of the total population as defined above, respectively,
and m specifies the mean of the target variable within the
subgroup; m0 specifies the mean of the target variable in

the total population. n ≥ Tn specifies a minimal size con-
straint for the subgroup.

The CN2-SD algorithm [Lavrac et al., 2004], is a promi-
nent example of an heuristic subgroup discovery algorithm
that applies a beam-search strategy. The adaption of such
an algorithm is rather simple, as in each step the quality
values of the subgroup hypotheses contained in the beam
are directly updated from the case base. Instead of deter-
mining the target share(s) of (binary) target variables, sim-
ply the mean values of the cases contained in the subgroup
m and (once) for the total population m0 need to be ob-
tained. It is easy to see that the continuous case subsumes
the binary one as a special case: Computing the averages
includes computing the target shares – by considering the
values 1 and 0 for a true/false target concept, respectively.
The ordinal case is captured by mapping the ordinal values
to continuous values and normalizing these if necessary.

3 Adapting Subgroup Mining for
Continuous Target Variables

In the following, we show how to efficiently adapt exhaus-
tive subgroup mining for continuous target variables: In
contrast to heuristic approaches, exhaustive subgroup dis-
covery algorithms guarantee to identify the k best sub-
groups. We discuss tight optimistic estimate quality func-
tions [Grosskreutz et al., 2008], and we introduce novel for-
malizations for the case of continuous target variables. Ad-
ditionally, we present the SD-Map* algorithm that enables
efficient subgroup mining using tight optimistic estimates
for the continuous case. Finally, we discuss novel visual-
ization techniques, show how the presented approaches are
integrated into the subgroup mining process, and discuss
related work.

3.1 Tight Optimistic Estimates
The basic idea of optimistic estimates [Grosskreutz et al.,
2008] is to safely prune parts of the search space. This
relies on the intuition that if the k best hypotheses so far
have already been obtained, and the optimistic estimate of
the current subgroup is below the quality of the worst sub-
group contained in the k best, then the current branch of
the search tree can be safely pruned. More formally, an
optimistic estimate oe of a quality function qf is a func-
tion such that s′ ⊆ s ⇒ oe(s) > qf (s′), i.e., that no re-
finement of subgroup s can exceed the quality oe(s). An
optimistic estimate is considered tight if for any database
and any subgroup s, there exists a subset s′ ⊆ s, such that
oe(s) = qf (s′). While this definition requires the existence
of a subset of s, there is not necessarily a subgroup descrip-
tion, that describes s′, cf., [Grosskreutz et al., 2008].

For binary targets the determination of such a best sub-
set is relatively simple using any quality function that fol-
lows the monotony requirements for rule evaluation func-
tions postulated in [Klösgen, 1996]. The best subset is
always given by the set of all cases, for which the tar-
get concept is true. We introduce the following nota-
tion: n(s) = |{c ∈ s}| specifies the size of subgroup s,
tp(s) = |{c ∈ s|t(c) = true}| the number of positive ex-
amples in s; t(c) denotes the value of the target variable in
case c and p(s) = tp(s)

n(s) is the target share of the subgroup.

Theorem 1. For each subgroup s with p > p0 and for each
boolean quality function q for which the axioms postulated
in [Klösgen, 1996] apply: s′ ⊆ s ⇒ q(s′) ≤ q(s∗), where
s∗ = {c ∈ s|t(c) = true}

KDML

2



Proof. We first show, that q(s) ≤ q(s∗). This means, that
the quality of any subgroup with a positive quality is always
lower or equal to the quality of the subset of examples, that
only contains the positive examples of s. We apply the third
axiom of [Klösgen, 1996]: “q(s) monotonically decreases
in n, when p = c/n with a fixed constant c.”: As fixed con-
stant c we consider the number of positive examples tp, as
p = c/n ⇔ c = p · n and n(s) · p(s) = tp(s) = tp(s∗) =
n(s∗) · p(s∗). So, the quality function monotonically de-
creases in n. As n(s) > n(s∗) we conclude: q(s) ≤ q(s∗).

For arbitrary s′ ⊆ s we now need to consider two cases:
If s∗ ⊆ s′, then q(s′) ≤ q(s∗) as shown above. If s∗ 6⊆ s′,
then there exists a subset s′′ = {c ∈ s|t(c) = true}, that
contains only the positive examples of s′. The above proof
then implies, that the quality of this subset is at least as
high as the quality of its superset s: q(s′) ≤ q(s′′). On the
other hand s′′ ⊆ s∗ is true, as s′′ only consists of positive
examples of s. We now apply the fourth axiom of [Klösgen,
1996]: “q(s) monotonically increases in n when p > p0 is
fixed.”: As p(s′′) = p(s∗) = 1 it follows that q(s′′) ≤
q(s∗). Thus, q(s′) ≤ q(s′′) ≤ q(s∗), proving the theorem.

Thus, in the binary case the subset of a subgroup with
the highest quality can be easily found, since it consists of
the same cases for any well-formed quality function. In
contrast, the continuous case is more challenging, since the
best subset of a subgroup is dependent on the used quality
function. Consider the following example with an average
target value of m0 = 50 and the subgroup s containing
cases with values 20, 80 and 90. Then, for the quality func-
tion qCLIFT with Tn = 1 the subset with the best quality
contains only the case with value 90. On the other hand
for the Pietatsky-Shapiro quality function, it contains two
cases with the values 80 and 90, respectively. However,
the following theorems provide easy to compute tight op-
timistic estimates for several important continuous quality
functions.

Theorem 2. For the Piatetsky-Shapiro quality function
qCPS(s) = n · (m −m0) the tight optimistic estimate for
any subgroup s is given by

oe(s) =
∑

c∈s,t(c)>0

(t(c)−m0),

.

Proof. We reformulate the Piatetsky-Shapiro quality func-
tion:

qCPS (s) = n · (m−m0)

= n · (
∑

c∈s t(c)
n

− n ·m0

n
)

=
∑

c∈s

t(c)− n ·m0

=
∑

c∈s

(t(c)−m0)

For all subsets s′ ⊆ s, this sum reaches its maximum for
the subgroup s∗, that contains all cases with larger target
values than the average of the population, since it contains
only positive summands, but no negatives. The quality of
s∗ is given by qCPS(s∗) = oe(s) using the above formula.
As no other subset of s can exceed this quality the oe(s) is
an optimistic estimate. Since for any subgroup the estimate
is obtained by one of its subsets, the estimate is tight.

Please note, that the tight optimistic estimate for the
binary case provided in [Grosskreutz et al., 2008], i.e.,
np(1 − p0), can be seen as special case of this formula,
considering t(c) = 1 for true target concepts and t(c) = 0
for false target concepts:

oe(s) =
∑

c∈s,t(c)>0

(t(c)−m0)

=
∑

c∈s,t(c)=1

(1− p0)

= np(1− p0).

Theorem 3. Considering the quality function Weighted
Relative Accuracy qCWRACC (s) = n

N · (m−m0) the tight
optimistic estimate for any subgroup s is given by

oe(s) =
1
N

∑

c∈s,t(c)>0

(t(c)−m0),

where t(c) is the value of the target variable for the case c.

Proof. qCWRACC differs by the factor 1
N from the

Pietatsky-Shapiro function. The population size can be
considered as a constant, so the proof proceeds analo-
gously.

Theorem 4. For the quality function Lift with a mini-
mum subgroup size Tn the optimistic estimate is given by
oe(s) =

∑Tn
i=1(vi −m0), where vi is the i-th largest value

in the subgroup with respect to the target variable.

Proof. Since the size of the subgroup is not relevant for
these quality functions, the best possible subset is always
the subset with the highest average of the target attribute
with size k. The quality of this subset is given by the above
formula.

3.2 Fast Subgroup Mining with SD-Map*
SD-Map [Atzmueller and Puppe, 2006] is based on the
efficient FP-growth [Han et al., 2000] algorithm for min-
ing frequent patterns. FP-Growth is based on the idea
of utilizing a frequent pattern tree (FP-tree) which is im-
plemented as an extended prefix-tree-structure that stores
(extended) count information about the subgroup patterns
and the relevant parameters for estimating their quality.
The FP-tree contains the frequent nodes in a header ta-
ble, and links to all occurrences of the frequent selectors
in the FP-tree structure. This data structure itself can be
regarded as a compressed data representation for the set of
cases/instances. According to the prefix-tree principle, the
tree stores aggregated counts for each shared path corre-
sponding to the attribute–value pairs of a set of instances.

SD-Map utilizes an pattern-growth method similar to
FP-growth with adaptations to the subgroup discovery set-
ting: SD-Map applies a divide and conquer method, first
mining subgroup patterns containing one selector and then
recursively mining patterns of size 1 conditioned on the oc-
currence of a (prefix) 1-selector. For the recursive step,
a conditional FP-tree is constructed, given the conditional
pattern base of a set of frequent selectors (nodes): The con-
ditional FP-tree stores all the instances that contain the con-
ditioning selector(s), i.e., the conditional pattern base con-
sists of all the prefix paths of the current conditioning node.
Due to the limited space we refer to Han et al. [Han et al.,
2000] for more details on the FP-Growth method.
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SD-Map utilizes the FP-tree structure built in two scans
of the database in order to compute the qualities of sub-
group patterns efficiently. For the binary case, an FP-tree
node stores the subgroup size and the true positive count
of the respective subgroup description. In the case of a
continuous target variable, we need to consider the sum of
the values of the target variable; these can also simply be
stored in the nodes of the tree, enabling us to compute the
respective quality functions value accordingly.

It is easy to see, that in this case all the necessary in-
formation is locally available in the FP-tree structure, i.e.,
within the currently considered node and its prefix paths
contained in the tree. This feature enables the efficient
computation of the respective quality parameters; for con-
tinuous target variables and optimistic estimate functions
we consider further adaptations that are described in more
detail below. The adaptions for continuous target variables
even includes the case of a binary variable as a special case,
where the value of the target variable is 1, if the target con-
cept is true and 0, otherwise. More details on SD-Map are
available in [Atzmueller and Puppe, 2006].

SD-Map* extends SD-Map by including (optional) prun-
ing strategies and utilizes quality functions with tight op-
timistic estimates for this purpose: For embedding (tight)
optimistic estimate pruning into the SD-Map algorithm, we
basically only need to consider strategies for pruning the
search tree and for reordering/sorting our hypotheses opti-
mally according to the current (tight) optimistic estimates:

1. FP-Header Pruning: When building the frequent
header of a (conditional) frequent pattern tree, we can
omit all the nodes with an optimistic estimate below
the minimum quality of the k best subgroup hypothe-
ses obtained so far.

2. FP-Tree Pruning: When building a conditional FP-
tree, we omit a (conditioned) branch, if the optimistic
estimate for the conditioning selector is below the
threshold given by the k best subgroup qualities.

3. Optimistic Reordering: During the iteration on the
currently active selector queue contained in the header
of a conditional) FP-tree, we can dynamically reorder
the selectors that have not been evaluated so far by
their optimistic estimate value. This way, we evaluate
the more promising selectors first. This heuristic can
help to obtain higher values for the pruning threshold
early in the process, a way to prune more often earlier.
Additionally, this step implements a modified depth-
first search guided by the current optimistic estimates.

To efficiently compute the (tight) optimistic estimates
we store additional information in the nodes of the FP-
Tree, depending on the used quality function. For example,
for the Piatetsky-Shapiro quality function we add the value
max(0, t(c)−p0) for each case c to a field in the respective
node during the construction of the FP-Tree. This field can
also be propagated recursively – analogously to the sum of
target values when building the conditional trees. It directly
reflects the optimistic estimate of each node and can be
immediately evaluated whenever it is needed for pruning.
For the Lift quality function the adaptions are slightly more
elaborate: During the creation of the frequent header nodes
and the initial tree buildup, we save a list of the best Tn
values in each node. When building the conditional trees,
these value lists are merged, i.e., the best Tn are selected
from the union of lists contributing to a node in the new
conditional tree.

3.3 Visualization Techniques
In order to select a representative set of subgroups, visual-
ization methods are usually a key technique for identifying
the most interesting subgroups. After a set of subgroups
has been discovered using automatic methods, they usually
need to be assessed by the user in order to obtain the final
set of subgroups that are really interesting and relevant.

The visualization techniques can be applied both for the
interactive subgroup mining step directly – by guiding the
user into the right or interesting direction for further explo-
ration and subgroup refinement. Additionally, the visual-
izations can be used for a comprehensive assessment and
comparison of the discovered subgroups. While the Bar
Visualization and the Zoomtable Visualization are mostly
used for the interactive step directly, the M/N Diagram and
the Distribution Histogramm Visualization are applied for
the post-processing, assessment and refinement of a set of
subgroups. In the following sections, we discuss the differ-
ent visualization methods in detail. The visualization tech-
niques are implemented in the VIKAMINE (Visual, Inter-
active and Knowledge-Intensive Analysis and Mining En-
vironment) system [Atzmueller, 2007]. VIKAMINE is a
versatile tool for intelligent data mining, that already pro-
vides a rich set of discovery, analysis, and visualization op-
tions. Our experiences in various application projects have
shown, that the visualizations are essential in order to pro-
vide user support during the result assessment and refine-
ment phase of the data mining process.

Zoombar Visualization
The zoombar visualization (see Figure 1) gives a fast
overview on the most important data of a subgroup in re-
lation to the total population, and shows the current mean
values and the respective subgroup/population sizes. It is
used during the interactive subgroup mining step when as-
sessing the current subgroup hypothesis. The visualization
consists of two bars: The upper bar represents the total pop-
ulation, the lower bar represents the current subgroup. The
total width of each bar shows their respective size. Each
bar is split in green and a red part in proportion to the av-
erage value of the target variable. The larger the green bar
is, the higher is the average value of the target attribute. To
obtain the ratio of areas parts the domain of the target value
is normalized to the interval [0; 1] and the average target
value is mapped accordingly. Thus, the green bar shows
the sum of all normalized target values in the subgroup or
total population.

Figure 1: Exemplary zoombar visualization

The bar visualization has a rather nice property for as-
sessing the respective target distributions: If the target
value starts at 0, which is the case in many application sce-
narios, then the green bar indicates the sum of all target
values. Therefore, the green area of the upper bar is always
at least as large as the green area of the lower bar. If both
green areas have the same size all target values above the
domain minimum are included in the selected subgroup.
For the (subsumed) special case of a boolean target con-
cept the size of the green bar reflects the number of positive
cases in the subgroup.
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For example, we could consider the scrap rate of some
industrial production process as target variable with the do-
main [0; 1]. Then, the scrap rate for the subgroup/total
population is shown by the proportion of the green part in
the respective bar. The share of faulty parts covered by the
cases in the subgroup can be easily observed by comparing
the size of the green parts (given a constant production in
all cases). If the size of the lower green bar reaches the size
of the upper green bar, then all faulty parts are produced in
the subgroup including these cases.

Zoomtable Visualization
The zoomtable, see Figure 2, shows the distribution of the
data restricted to a selected subgroup: each row of the
zoomtable shows the value distribution of a specific at-
tribute limited to the cases covered by the current subgroup;
the width of each cell relates to the frequency of the respec-
tive attribute value. Additionally, a cell of the zoomtable
shows detailed information for further exploration and sub-
group refinement concerning the target variable. The user
can then perform interactive subgroup discovery guided by
the information contained in the respective cells.

Figure 2: Example of the zoomtable visualization for con-
tinuous target variables (credit-g dataset)

For a detailed view, Figure 3 shows the abstract struc-
ture of a row of the zoomtable including the type of the at-
tribute, its current ranking, the attribute name, and its value
distribution annotated with several visual markers. Two of
the most important parameters with respect to a continuous
target variable are the mean within the subgroup (m) and
the subgroup size (n) of the respective subgroup, and their
deviations from the general population given by all cases
of the database. There is usually a trade-off between these
parameters that is formalized by the quality function.

The subgroup size with respect to a future subgroup is
given by the width of a specific selector cell. The current
target mean is visualized in the individual cells by visual
markers.

Value1 Value2

<Type> <Num>:<Attribute> ...

...

Figure 3: The zoomtable visualization for continuous target
variables – detailed view

With respect to the given current subgroup s, (a) indi-
cates the normalized mean of the general population, while
(b) denotes the remainder; (c) indicates the normalized
mean of the target variable for the subgroup s′, i.e., the
subgroup that is constructed by including the particular at-
tribute value. If (c) is larger than (a), then the target mean
increases adding this selector. Then, (d) shows the relative
gain in the target mean m, comparing the subgroups s and
s′, i.e., d ∼ c−a

b , c ≥ a, for an easier assessment of small
cells. If the height of (d) is zero, then the target mean does
not increase. If it fills the entire bar, then the target share
reaches 100%.

By interpreting these visual markers which are shown
using different colors the user can immediately identify
promising improvements of the currently active subgroup.
Furthermore – if enabled – the zoomtable ranks the rows of
the table with the most significant improvement, shown by
the number in the column left to the value cells.

By selecting selectors that are marked as interesting in
the zoomtable, the user can manipulate the current sub-
group by one click selecting cells in the zoomtable; the
zoomtable is animated and updated immediately with re-
spect to the respective value distributions. Then, interactive
exploration can be performed very easily and effectively.

M/N Diagram
For a comparative and intuitive presentation of a set of sub-
groups, we propose the m/n-diagram, see Figure 4 for an
example. In this visualization each subgroup is represented
by exactly one point in the diagramm. The size of a sub-
group determines its position on the x-axis, while the av-
erage target value corresponds to its position on the y-axis.
Additionally, the average target value in the total popula-
tion is marked by a red line, in parallel to the x-axis.

Considering this visualization, the quality of the sub-
group with respect to the continuous Piatetsky-Shapiro
quality function is thus visualized by the area size of the
rectangle with the subgroups position as the upper right
corner and the intersection of the red average line and the y-
axis as lower left corner. Additionally, the lift quality value
of the subgroup is given by its position on the y-axis.

Figure 4: Basic M/N Diagram: The subgroups labeled 2,
1, and 3 in the right diagram are relatively small, but differ
significantly from the total population with respect to the
target variable. In contrast, the subgroups labeled 4 and 7
only show a small increase with respect to the target vari-
able but are quite large. The subgroup description can be
obtained via the description panel which is not shown in
the screenshot. A single click on a subgroup enables fur-
ther analysis and introspection options.

Since often many important subgroups have a relatively
small size compared to the total population we propose to
utilize a non linear scaling for the x-axis (e.g.,

√
n instead

of n) as an alternative. This enlarges the important areas on
the left of the diagramm. If these become to densely popu-
lated, i.e., displaying too many subgroup patterns, then the
user can easily choose between the suitable level of detail.

Distribution Histogramm Visualization
A visualization especially important for interactive sub-
group mining with a continuous property of interest is the
distribution histogramm (see Figure 5). This visualization
allows for an easy comparison of the distribution of the tar-
get variable in the subgroup and the total population.

The visualization contains a bar chart: The gray bars de-
scribe the distribution of the target variable in the subgroup,
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the white bars (outlined within black borders) display the
distribution of the target variable with respect to the total
population. The x-axis shows the target values discretized
in small segments, the y-axis (height of the bars) the ab-
solute number of cases with a target value within the re-
spective interval. Thus, the gray (subgroup) bar is always
smaller than the white bar. If both bars are equally large,
then all cases with a target value in the segment described
by the respective bar are part of the subgroup.

A variation of this visualization that we found especially
useful for inspecting small subgroups uses the proportion
of cases in the interval in relation to all cases in the sub-
group or population instead of the absolute counts. In this
variant, the analyst can even more easily determine the in-
crease/decrease in parts of the distribution of the subgroup.
However, no information about the coverage of cases by the
subgroup in the segments is given, in contrast to the basic
visualization.

Optionally, the visualization provides further visual
markers: If enabled, bars with an increasing target mean
are marked in green color, while bars with a decreasing tar-
get mean are shown in red color, comparing the subgroup
and the population, respectively.

Figure 5: Distribution Histogramm: This example shows
the target variable credit_amount with respect to the sub-
group ’class = bad’. The left figure shows the absolute
distribution, the right figure shows the relative counts with
respect to the size of the subgroup. We can easily observe
in the diagram showing the relative counts, that large credit
amounts are more often requested by customers classified
as ’bad’.

3.4 Related Work and Discussion
In this paper, we proposed novel formalizations of tight
optimistic estimates for numeric quality functions. Addi-
tionally, we presented the SD-Map* algorithm that enables
efficient subgroup mining for continuous target variables.
By utilizing these novel quality functions, SD-Map* shows
a significant decrease in the number of examined states of
the search space, and therefore also a significant reduction
concerning the runtime and space requirements of the algo-
rithm, as shown in the evaluation in Section 4.

Additionally, we introduced novel visualization tech-
niques for subgroup patterns with continuous target vari-
ables that allow an easy assessment and comparison
of a set of the discovered subgroups. The zoombar
and the zoomtable visualizations are adaptations from
visualizations for binary/nominal target variables [Atz-
mueller, 2007], and were originally inspired by the Info-
Zoom [Spenke, 2001] system that also utilizes bar visual-
izations showing the distributions of variables. In contrast,
the presented visualizations are significantly enhanced us-
ing the described visual annotations that directly indicate

how promising or interesting the respective refinements re-
ally are. The histogram visualization is an adaptation of
a basic data analysis technique with special focus on the
comparison of the relative/absolute target values of the sub-
group/population groups.

Handling continuous target variables in the context
of subgroup mining has been first discussed by Kloes-
gen [Klösgen, 1996] in the EXPLORA system. Kloesgen
applied both heuristic and exhaustive subgroup discovery
strategies without pruning. An improvement was proposed
by Wrobel [Wrobel, 1997], presenting optimistic estimate
functions for binary target variables. Recently, Grosskreutz
et al. [Grosskreutz et al., 2008] introduced tight optimistic
estimate quality functions as a further improvement on op-
timistic estimate quality functions for binary and nomi-
nal target variables. Additionally, Grosskreutz et al. in-
troduced the DpSubgroup algorithm that also incorporates
tight optimistic estimate pruning. While their algorithm is
somehow similar to the SD-Map algorithm, since also a fre-
quent pattern tree is used for efficiently obtaining the sub-
group counts, the DpSubgroup algorithm focuses on binary
and categorical target concepts only, and lacks the efficient
propagation method of SD-Map* when computing the tight
optimistic estimates for continuous target variables in the
FP-tree directly. Furthermore, SD-Map* is applicable for
binary, categorical, and continuous target variables. Dp-
Subgroup also uses an explicit depth-first search step for
evaluating the subgroup hypotheses while this step is im-
plicitly included in the divide-and-conquer frequent pat-
tern growth method of SD-Map* directly (that is, by the
reordering/sorting optimization).

Jorge et al. [Jorge et al., 2006] introduced an approach
for subgroup mining with continuous target variables ap-
plying special visualization techniques for the interactive
discovery step. In contrast to the presented approach,
the methods focus on interactive techniques for identify-
ing distribution rules, as a special case of subgroup pat-
terns: These apply quality functions based on goodness-
of-fit tests for measuring the deviations of the target vari-
able averages in the subgroup vs. the total population.
Therefore, the presented approach is more general since it
includes arbitrary quality functions for continuous target
variables.

Furthermore, Jorge et al. apply an adapted algorithm for
discovering frequent sets, so there are no pruning options
for enabling a more efficient discovery process. Consider-
ing the visualization options, we presented a set of visual-
izations that provide both options for aggregated and detail
analysis of the discovered subgroups for post-processing
and for the discovery/refinement: While the zoomtable and
the zoombar visualization support the interactive discovery
step, m/n-diagramm and the histogram-visualization pro-
vide powerful means for the post-processing of a set of
subgroups. In constrast, Jorge et al. only focus on the
post-processing options considering the distributions of the
target variable.

4 Evaluation
We provide an evaluation utilizing real-world data from the
industrial domain using the novel SD-Map* algorithm with
pruning and the ’standard’ SD-Map algorithm as a refer-
ence; for both, we apply the continuous Piatetsky-Shapiro
quality function. For the evaluation, we consider two data
sets: The applied industrial data set contains about 20 at-
tributes and a sample of about 1000 cases from the orig-
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# Subgroup description Size Mean SG Mean Pop. Quality
1 base material i = charge373 18 0.16 0.06 1.97
2 temperature < 22.3 C AND humidity < 9.2 g/m3 AND tank p=14/15 23 0.13 0.06 1.25
3 temperature < 22.3 C AND humidity < 9.2 g/m3 94 0.09 0.06 0.56
4 shift 2 AND first shift after weekend 73 0.11 0.06 0.95
5 base material i = charge427 24 0.02 0.06 ‐0.84
6 base material p = charge2666 21 0.03 0.06 ‐0.64

Figure 6: Exemplary results using the industrial data set for the target variable scrap rate. The table shows the factors
describing the different subgroups (subgroup description), the means of the target variable in the subgroup and the total
population, and the quality of the subgroups as measured by the relative gain quality function.

inal industrial data 1. The data set contains parameters
of a manufacturing process, e.g., certain types of chemi-
cal base materials, information about the active shift, and
measurements like temperature and the pressure in certain
machines. The output of the process is categorized as ok,
scrap, needs repair. The obvious goal is to decrease the
scrap and repair rates in order to increase the effectiveness
of the process and to decrease costs. Then, either ’good’
parameters (causing low scrap/repair rates), or ’bad’ pa-
rameters (causing high rates) can be identified.

Figure 6 shows some exemplary results of the discov-
ery process that was implemented using the presented ap-
proach. The table shows both subgroups (as combinations
of factors) that cause an increased scrap rate, but also fac-
tors that help to lower the scrap rate. In this sense, the
discovered factors can be either used for training or for
measures that change the production conditions. Rows 1-
4 show the ’negative’ factors that are correlated with an
increased scrap rate, therefore the subgroup quality is pos-
itive. Rows 5-6 show the ’positive’ factors, that is, the fac-
tors that are associated with a lower scrap rate. In summary,
the semi-automatic process enabled rather short incremen-
tal cycles due to the utilization of the efficient discovery
method SD-Map*. Combined with the visualization meth-
ods, this approach supported the data analysts and domain
experts significantly.

The second data set that we applied for the evaluation
mainly for measuring the scalability of the approach is the
credit-g data set available from the UCI [Newman et al.,
] repository; it contains about 1000 cases; the data set de-
scribes customer ratings categorized whether these have a
good or bad credit rating.

Figure 7 shows the number of hypotheses that were con-
sidered during the discovery process. As discussed above,
the complexity grows exponentially with the number of at-
tributes and attribute values. It is easy to see, that the op-
timistic estimate pruning approach shows a significant de-
crease in the number of hypotheses considered, and thus
also in the runtime of the algorithm. The ’full’ optimistic
estimate pruning approach using dynamic reordering strat-
egy (optimistic estimate pruning and dynamic sorting of the
FP-Tree-header nodes) also shows an additional improve-
ment by a factor of two compared to the approach using
only optimistic estimate pruning.

Figure 8 shows the results of applying the approach on
the credit-g data set from the UCI [Newman et al., ] repos-
itory. We considered the target concept credit amount, and
supplied the nominal attributes of the data set subsequently.
The results confirm the observation for the industrial data,

1Unfortunately we cannot make this dataset publicly available
due to non-disclosure reasons.

and the decrease of considered hypotheses/running time is
even more significant. Similar to the industrial data set, the
’full’ pruning/sort strategy of SD-Map* shows slight ’vari-
ations’ with respect to the number of considered hypothe-
ses (cf., lines for 9 and 12 attributes of credit-g): This can
be explained by the fact that the ordering strategy can yield
better subgroup qualities earlier in the process.

These results clearly indicate the benefit and broad ap-
plicability of the approach: The pruning strategies enable
fast (automatic) subgroup discovery for continuous target
variables, that can then be a starting point for a detailed
analysis. Further analysis options are then given by the vi-
sualization techniques, and due to the efficiency of the au-
tomatic methods, a seamless integration with short ’round-
trip’ times during analysis sessions can be accomplished.

5 Conclusions

In this paper, we have presented an approach for fast and
effective subgroup mining focusing on continuous target
variables. The presented techniques feature novel formal-
izations of tight optimistic estimate quality functions and
the SD-Map* algorithm for enabling efficient subgroup
mining for continuous target concepts. Additionally, we
have proposed several visualization techniques for effective
subgroup discovery. These enable an intuitive and seamless
application of the presented techniques, and the integrated
approach has been implemented in the data mining envi-
ronment VIKAMINE, e.g., [Atzmueller, 2007], available
at http://www.vikamine.org.

The evaluation of the algorithmic approach showed sig-
nificant improvements concerning the efficiency of the sub-
group discovery method since large areas of the search
space could be safely pruned. This enables a transparent
application of the algorithm even in rather interactive con-
texts. For these, the powerful visualization techniques also
proved essential for supporting the application of a semi-
automatic discovery process.

For future work, we aim to assess a combination of tight
(continuous) optimistic estimates with sampling techniques
and methods for distributed subgroup discovery in order to
optimize the efficiency of the subgroup discovery method
even more. Additionally, we plan to extend the presented
subgroup mining approach to time-oriented sequence data
in medical and technical domains.
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Figure 7: Evaluation: Industrial Data. The x-axis of the graph shows the number of attributes provided to the discovery
method, the y-axis shows the resulting number of considered hypotheses. The columns of the table indicate the number
of hypotheses without pruning (w/o OE-Pruning), with optimistic-estimate pruning and no sorting (w/ OE-Pruning), and
with the full optimistic-estimate/sorting strategy (w/OE-Sort-Pruning).
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Figure 8: Evaluation: Credit-G Data Set. The x-axis of the graph shows the number of attributes provided to the discovery
method, the y-axis shows the resulting number of considered hypotheses (see Figure 7 for the used parameters).

References
[Atzmueller and Puppe, 2006] Martin Atzmueller and

Frank Puppe. SD-Map – A Fast Algorithm for Ex-
haustive Subgroup Discovery. In Proc. 10th European
Conference on Principles and Practice of Knowledge
Discovery in Databases (PKDD 2006), number 4213 in
LNAI, pages 6–17, Berlin, 2006. Springer.

[Atzmueller et al., 2005] Martin Atzmueller, Frank
Puppe, and Hans-Peter Buscher. Exploiting Back-
ground Knowledge for Knowledge-Intensive Subgroup
Discovery. In Proc. 19th Intl. Joint Conf. on Artificial
Intelligence (IJCAI-05), pages 647–652, 2005.

[Atzmueller, 2007] Martin Atzmueller. Knowledge-
Intensive Subgroup Mining – Techniques for Automatic
and Interactive Discovery, volume 307 of Dissertations
in Artificial Intelligence-Infix. IOS Press, March 2007.

[Aumann and Lindell, 2003] Yonatan Aumann and
Yehuda Lindell. A Statistical Theory for Quantitative
Association Rules. Journal of Intelligent Information
Systems, 20(3):255–283, 2003.

[Grosskreutz et al., 2008] Henrik Grosskreutz, Stefan
Rüping, Nuhad Shaabani, and Stefan Wrobel. Opti-
mistic estimate pruning strategies for fast exhaustive
subgroup discovery. TR Fraunhofer IAIS, 2008.

[Han et al., 2000] Jiawei Han, Jian Pei, and Yiwen Yin.
Mining Frequent Patterns Without Candidate Genera-
tion. In Weidong Chen, Jeffrey Naughton, and Philip A.

Bernstein, editors, ACM SIGMOD Intl. Conf. on Man-
agement of Data, pages 1–12. ACM Press, 2000.

[Jorge et al., 2006] Alipio M. Jorge, Fernando Pereira, and
Paulo J. Azevedo. Visual Interactive Subgroup Discov-
ery with Numerical Properties of Interest. In Proc. 9th
Intl. Conf. on Discovery Science (DS 2006), pages 301–
305, Berlin, October 2006. Springer.

[Klösgen, 1996] Willi Klösgen. Explora: A Multipattern
and Multistrategy Discovery Assistant. In Advances
in Knowledge Discovery and Data Mining, pages 249–
271. AAAI Press, 1996.

[Lavrac et al., 2004] Nada Lavrac, Branko Kavsek, Peter
Flach, and Ljupco Todorovski. Subgroup Discovery
with CN2-SD. Journal of Machine Learning Research,
5:153–188, 2004.

[Newman et al., ] D.J. Newman, S. Het-
tich, C.L. Blake, and C.J. Merz. UCI
Machine Learning Repository, 1998,
http://www.ics.uci.edu/∼mlearn/mlrepository.html.

[Spenke, 2001] Michael Spenke. Visualization and Inter-
active Analysis of Blood Parameters with InfoZoom. Ar-
tificial Intelligence In Medicine, 22(2):159–172, 2001.

[Wrobel, 1997] Stefan Wrobel. An Algorithm for Multi-
Relational Discovery of Subgroups. In Proc. 1st Eu-
rop. Symp. on Principles of Data Mining and Knowledge
Discovery (PKDD-97), pages 78–87, Berlin, 1997.
Springer.

KDML

8



Learning a Metric during Hierarchical Clustering based on Constraints

Korinna Bade and Andreas Nürnberger
Otto-von-Guericke-University Magdeburg, Faculty of Computer Science, D-39106, Magdeburg, Germany

{korinna.bade,andreas.nuernberger}@ovgu.de

Abstract
Constrained clustering has many useful applica-
tions. In this paper, we consider applications,
in which a hierarchical target structure is prefer-
able. Therefore, we constrain a hierarchical ag-
glomerative clustering through the use of MLB
constraints, which provide information about hi-
erarchical relations between objects. We pro-
pose an algorithm that learns a suitable metric
according to the constraint set by modifying the
metric whenever the clustering process violates
a constraint. We furthermore combine this ap-
proach with an instance-based constrained clus-
tering to further improve the cluster quality. Both
approaches have proven to be very successful in a
semi-supervised setting, in which constraints do
not cover all existing clusters.

1 Introduction
Lately, a lot of work on constraint-based clustering has
been published, e.g., [Bilenko et al., 2004; Davidson et
al., 2007; Wagstaff et al., 2001; Xing et al., 2003]. How-
ever, all these works aim at deriving a single flat cluster
partition, even though they might use a hierarchical cluster
algorithm. In contrast to them, we are interested in ob-
taining a hierarchical structure of nested clusters [Bade and
Nürnberger, 2008; Bade and Nürnberger, 2006]. This poses
different requirements on the clustering algorithm.

There are many applications, in which a hierarchical
cluster structure is more useful than a single flat partition.
One such example is the clustering of text documents into a
(personal) topic hierarchy. Such topics are naturally struc-
tured hierarchically. Furthermore, hierarchies can improve
the access to the data for a user, if a large number of specific
clusters is present, because the user can locate interesting
topics step by step by several specializations.

After introducing our hierarchical setting, we show how
constraints can be used in the scope of hierarchical clus-
tering (Sect. 2). In Section 3, we review related work
on constrained clustering in more detail. We then present
an approach for hierarchical constrained clustering in Sec-
tion 4 that learns a suitable metric during clustering, guided
by the available constraints. The approach is evaluated in
Section 5 with different hierarchical datasets of text docu-
ments.

2 Hierarchical Constrained Clustering
To avoid confusion with other approaches of constrained
clustering as well as different opinions about the concept of

hierarchical clustering, we define in this section the current
problem from our perspective. Furthermore, we clarify the
use of constraints in this setting.

Our task at hand is a semi-supervised hierarchical learn-
ing problem. The goal of the clustering is to uncover a hier-
archical cluster structure H that consists of a set of clusters
C and a set of hierarchically related pairs of clusters from
C: RH = {(c1, c2) ∈ C×C | c1 ≥H c2} (c1 ≥H c2 means
that c1 contains c2 as a subcluster). Thus, the combination
of C and RH represents the hierarchical tree structure of
clusters H = (C,RH). The data objects in O uniquely
belong to one cluster in C. It is important to note that we
specifically allow the assignment of objects to intermedi-
ate levels of the hierarchy. Such an assignment is useful
in many circumstances as a specific leaf cluster might not
exist for certain instances. As an example consider a doc-
ument clustering task and a document giving an overview
over a certain topic. As there might be several documents
only describing a certain part of the topic and therefore
forming several specific subclusters, the document itself
naturally fits into the broader cluster as the scope of its con-
tent is also broad. This makes the whole problem a true
hierarchical problem.

Semi-supervision is achieved through the use of must-
link-before (MLB) constraints as introduced by [Bade and
Nürnberger, 2008]. Other than the common pairwise must-
link and cannot-link constraints [Wagstaff et al., 2001],
these constraints provide a hierarchical relation between
different objects. Here, we use the triple representation:

MLBxyz = (ox, oy, oz). (1)

In specific, this means that the items ox and oy should be
linked on a lower hierarchy level than the items ox and oz
as shown in Figure 1. This implies that oy is contained in
any cluster of the hierarchy that contains ox and oz . Fur-
thermore, there is at least one cluster, which only contains
ox and oy but not oz .

Figure 1: A MLB constraint in the hierarchy

MLB constraints can easily be extracted from a given
hierarchy as shown in Figure 2. All item triples, which
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are linked through the hierarchy as shown in Figure 1 are
selected. The example in Figure 2 shows two out of all
possible constraints derived from the small hierarchy on
the left. A given (known) hierarchy like this usually is
a part of the overall hierarchy describing the data, i.e.,
Hk = (Ck, RHk) with Ck ⊆ C and RHk ⊆ RH with
some few data objects Ok assigned to these known clus-
ters. This can, e.g., be data organized by a user in the past.
In such an application, Ck is usually smaller than C, be-
cause a user will never have covered all available topics in
his stored history. With the constraints generated from Hk,
the clustering algorithm is constrained to produce a hier-
archical clustering that preserves the existing hierarchical
relations, while discovering further clusters and extracting
their relations to each other and to the clusters in Ck, i.e.,
the constrained algorithm is supposed to refine the given
structure by further data (see Fig. 3).

(ox ∈ c4, oy ∈ c3, oz ∈ c1)
(ox ∈ c2, oy ∈ c2, oz ∈ c3)
· · ·

Figure 2: Example of a MLB Constraint Extraction

Figure 3: Hierarchy refinement/extension

3 Related Work
Constrained clustering covers a wide range of topics. The
main focus of this section is on the use of triple and pair-
wise constraints. Besides these, other knowledge on the
preferred clustering might be available, like cluster size,
shape or number. The largest amount of existing work tar-
gets at a flat cluster partition and uses pairwise constraints
as initially introduced by [Wagstaff et al., 2001]. Cluster
hierarchies are derived in [Bade and Nürnberger, 2006] and
[Bade and Nürnberger, 2008].

[Bade and Nürnberger, 2006] proposed a first approach
to learn a metric for hierarchical clustering. This idea is
further elaborated by the work in this paper and will be
described in detail in the following sections. [Bade and
Nürnberger, 2008] describe two different approaches for
constrained hierarchical clustering. The first one learns a
metric based on the constraints previously to clustering.
MLB constraints are therefor interpreted as a relation be-
tween similarities. A similar idea of using relative com-
parison is also described by [Schultz and Joachims, 2004],
although it does not specifically target the creation of a
cluster hierarchy. In this work, a support vector machine
was used to learn the metric. [Bade and Nürnberger, 2008]
also describe a second approach, in which MLB constraints
are used directly during clustering without metric learning.
This instance-based approach enforces the constraints in
each cluster merge.

Like for hierarchical constrained clustering, approaches
based on pairwise constraints can be divided in two types

of approaches, i.e., instance-based and metric-based ap-
proaches. Existing instance-based approaches directly use
constraints in several different ways, e.g., by using the con-
straints for initialization (e.g., in [Kim and Lee, 2002]), by
enforcing them during the clustering (e.g., in [Wagstaff et
al., 2001]), or by integrating them in the cluster objective
function (e.g., in [Basu et al., 2004a]).

The metric-based approaches try to learn a distance met-
ric or similarity measure that reflects the given constraints.
This metric is then used during the clustering process (e.g.,
in [Bar-Hillel et al., 2005], [Xing et al., 2003], [Finley and
Joachims, 2005], [Stober and Nürnberger, 2008]). The ba-
sic idea of most of these approaches is to weight features
differently, depending on their importance for the distance
computation. While the metric is usually learned in ad-
vance using only the given constraints, the approach in
[Bilenko et al., 2004] adapts the distance metric during
clustering. Such an approach allows for the integration of
knowledge from unlabeled objects and is also followed in
this paper.

All the work cited in the two previous paragraphs targets
on deriving a flat cluster structure through the use of pair-
wise constraints. Therefore, it cannot be compared to our
work. However, we compare the newly proposed approach
with the instance-based approach iHAC described by [Bade
and Nürnberger, 2008]. Additionally, we combine our pro-
posed metric learning with iHAC to create a new method
considering both ideas. Gradient descent is used for metric
learning and hierarchical agglomerative clustering (HAC)
(with average linkage) for clustering. This choice was par-
ticularly motivated by the fact that the number of clusters
(on each hierarchy level) is unknown in advance. Further-
more, we are interested in hierarchical cluster structures,
which also makes it difficult to compare our results to the
approaches based on pairwise constraints, because these al-
gorithms were always evaluated on data with a flat cluster
partitioning. An alternative would be a top-down appli-
cation of flat partitioning algorithms. However, this would
require the use of sophisticated techniques that estimate the
number of clusters and are capable of leaving elements out
of the partition (as done for noise detection).

4 Biased Hierarchical Agglomerative
Clustering (biHAC)

In this section, we describe our biased hierarchical agglom-
erative clustering approach that learns a similarity measure
based on violations of constraints by the clustering.

4.1 Similarity Measure
We decided to learn a parameterized cosine similarity, be-
cause the cosine similarity is widely used for clustering
text documents, on which we focused in our experiments.
Please note that the cosine similarity requires a vector rep-
resentation of the objects (e.g., documents). Nevertheless,
the general approach of MLB constraints and also our clus-
tering method can in principle work with any kind of sim-
ilarity measure and object representation. However, this
requires modifications in the learning algorithm that fit to
this different representation.

The cosine similarity can be parameterized with a sym-
metric, positive semi-definite matrix as also done by [Basu
et al., 2004b]:

sim(oi, oj ,W ) =
~oTi W~oj
|~oi|W |~oj |W

(2)
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Figure 4: Weight adaptation in biHAC (left: the two closest clusters violate a constraint when merged; center: for each of
the clusters the closest cluster not violating a constraint when merged is determined; right: similarity is changed to better
reflect the constraints)

with |~o|W =
√
~oTW~o is the weighted vector norm. Here,

we use a diagonal matrix, which will be represented by
the weight vector ~w including the diagonal elements of W .
Such a weighting corresponds to an individual weighting of
the individual dimensions (i.e., for each feature/term). Its
goal is to express that certain features are more important
for the similarity than others (of course according to the
constraints). This is easy to interpret for a human, in con-
trast to a modification with a complete matrix. For the in-
dividual weights wi in ~w, it is required that they are greater
than or equal to zero. Furthermore, we fixed their sum to
the number of features to avoid extreme case solutions:

∀wi : wi ≥ 0 ∧
∑

i

wi = n (3)

Setting all weights to one yields the weighting scheme for
the standard case of no feature weighting. This weighting
scheme is valid according to (3).

4.2 Weight Learning
The basic idea of biHAC is to integrate weight learning in
the cluster merging step of HAC. If merging the two most
similar clusters c1 and c2 violates a constraint, this means
that the similarity measure needs to be altered. A constraint
MLBxyz is violated by a cluster merge, if one cluster con-
tains oz and the other contains ox but not oy . Hence, the
merged cluster would contain ox and oz but not oy , which
is not allowed according to MLBxyz .

If such a violation is detected, the similarity should be
modified so that c1 and c2 become more dissimilar. Fur-
thermore, it is useful to guide the adaptation process to sup-
port a correct cluster merge instead. This can be achieved
by identifying for both clusters a cluster (c(s)1 and c(s)2 , re-
spectively) with which they should have been merged in-
stead, i.e., to which they should be more similar. These
clusters shall not violate any MLB constraint when merged
to the corresponding cluster of the two. Out of all such clus-
ters, the one closest is selected as this requires the fewest
weight changes. For clarification, an example is given in
Fig. 4.

Please note that the items in c(s)1 and c(s)2 need not to be
part of any constraint. For this reason, ”unlabeled” data can
take part in the weight learning. Please note further that it
is also not a good idea to change the similarity measure,
if the clusters themselves already violate constraints due
to earlier merges. In this case, the cluster does not reflect
a single class. Therefore, weight adaptation is only com-
puted, if the current cluster merge violated the constraints
for the first time concerning the two clusters at hand.

With the four clusters determined for adaptation, two
constraint triples on clusters rather than items can be built:

(c1, c
(s)
1 , c2) and (c2, c

(s)
2 , c1). These express the desired

properties just described. For learning, the similarity rela-
tion induced by such a constraint is most important:

(cx, cy, cz)→ sim(cx, cy) > sim(cx, cz). (4)

If this similarity relation is true, the correct clusters will be
merged before the wrong ones, because HAC clusters the
most similar clusters first. Based on (4), we can perform
weight adaptation by gradient descent, which tries to min-
imize the error, i.e., the number of constraint violations.
This can be achieved by maximizing

obj xyz = sim(cx, cy, ~w)− sim(cx, cz, ~w) (5)

for each (violated) constraint. This leads to

wi ← wi + η∆wi = wi + η
∂obj xyz
∂wi

, (6)

for weight update with η being the learning rate defining
the step width of each adaptation step.

To compute the similarity between the clusters, several
options are possible (like in the HAC method itself). Here,
we use the similarity between the centroid vectors ~c, which
are natural representatives of clusters. This has the advan-
tage that it combines the information from all documents in
the cluster. Through this, all data (including the data not oc-
curring in any constraint) can participate in the weight up-
date. Furthermore, the adaptation reflects the cluster level
on which it occurred. Using cluster centroids, the final
computation of ∆wi after differentiation is:

∆wi = cx,i(cy,i − cz,i)−
1
2

sim(cx, cy, ~w)(c2x,i + c2y,i)

+
1
2

sim(cx, cz, ~w)(c2x,i + c2z,i) (7)

with cx,i = cx,i/|~cx|~w and cx,i being the i-th component
of ~cx. After all weights have been updated for one violated
constraint by (6), all weights are checked and modified, if
necessary, to fit our conditions in (3). This means that all
negative weights are set to 0. After that, the weights are
normalized to sum up to n.

To learn an appropriate weighting scheme, the cluster-
ing is re-run several times until the weights converge. The
quality of the current weighting scheme can be assessed
directly after each iteration based on the clustering result.
This is done by computing the asymmetric H-Correlation
[Bade and Benz, 2009] based on the given MLB constraints
(see Section 5 for details). Based on this, we can determine
the cluster error ce as one minus the H-Correlation. The
cluster error can be used as a stopping criterion. If the clus-
ter error does no longer decrease (for a specific number of
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biHAC(documents D, constraints MLB , runs with no
improvement rni, maximum runs rmax)
Initialize w: ∀i : wi := 1; best weighting scheme:
w(b) := null; best dendrogram: DG(b) := null; best
error be :=∞
repeat

Initialize clustering with D and current similarity
measure based on w
Set current weighting scheme: w(c) := w
while not all clusters are merged do

Merge the two closest clusters c1 and c2
if merging c1 and c2 violates MLB and the gen-
eration of c1 and c2 did not violate MLB so far
then

Determine the most similar clusters c(s)1 and
c
(s)
2 to c1 and c2, respectively, that can be

merged according to MLB

if c(s)1 exists then
Adapt w according to triple (c1, c

(s)
1 , c2)

end if
if c(s)2 exists then

Adapt w according to triple (c2, c
(s)
2 , c1)

end if
end if

end while
Determine cluster error on training data ce
if ce < be then
be := ce; w(b) := w(c);
DG(b) := current cluster solution

end if
until w = w(c) or be did not improve for rni runs or
rmax was reached
return DG(b), w(b)

Figure 5: The biHAC algorithm

clustering runs), the weight learning is terminated. Further-
more, it can be used to pick the best weighting scheme and
dendrogram from all the ones produced during learning.
Although the cluster error on the given constraints is opti-
mistically biased because the same constraints were used
for learning, it can be supposed that a solution with a good
training error also has a reasonable overall error. The alter-
native is to use a hold-out set, which is a part of the con-
straint set but not used for weight learning, and estimate
performance on this set instead. However, as constraints
are often rare, it is usually not feasible to do so. The com-
plete biHAC approach is summarized in Fig. 5.

As already shown by [Bade and Nürnberger, 2008],
instance-based use of constraints can influence the cluster-
ing differently. We therefore combine the biHAC approach
presented here with the iHAC approach presented by [Bade
and Nürnberger, 2008]. After the weights are learned with
the biHAC method, we add an additional clustering run
based on the iHAC algorithm using the learned metric for
similarity computation. This yields the biiHAC method.

4.3 Discussion
Before presenting the results of the evaluation, we want to
address some potential problems and their solution through
biHAC. First, we consider the scenario of unevenly scat-
tered constraints. This means that constraints do not cover
all existing clusters but a subset thereof. For our hierarchi-
cal setting, this means in specific that constraints are gen-

erated from labeled data of a subhierarchy. Unfortunately,
most of the available literature on constrained clustering ig-
nores this although it is the more realistic scenario and as-
sumes evenly distributed constraints for evaluation. How-
ever, if constraints are unevenly distributed, a strong bias
towards known clusters might decrease the performance
for unknown clusters. This is especially true, if only the
constraint set is considered during learning. In biHAC, we
hope to circumvent or at least reduce this issue, because all
data is used in the weight update. Therefore, the unlabeled
data integrates knowledge about unknown clusters into the
learning process. Furthermore, weight learning is problem
oriented in biHAC (i.e., weights are only changed, if a con-
straint is violated during clustering), which might prevent
unnecessary changes biased on the known clusters.

A second problem is connected to run-time performance
with increasing number of constraints. If constraints are
extracted based on labeled data, their number increases ex-
ponentially with increasing number of labeled data. As an
example, consider the hierarchy of the Reuters 1 dataset
used in the clustering experiments (cf. Sec. 5). Five labeled
items per class generate 37200 constraints, which increases
to 307800 constraints in the case of ten labeled items per
class. In the first clustering run (with an initial standard
weighting), biHAC only needs to compute about 23 weight
adaptations in the first case and 36 adaptations in the sec-
ond case. Thus, the exponential increase of constraints is
not problematic for biHAC. Such a low number of weight
adaptations is possible because biHAC focuses on the in-
formative constraints, i.e., the constraints violated by the
clustering procedure. Furthermore, weights are adapted for
whole clusters. A detected violation, therefore, probably
combines several constraint violations. However, only a
single weight update is required for all of these.

Finally, we discuss the problem of contradicting con-
straints. We, hereby, do not mean inconsistency in the
given constraint set but rather contradiction that occurs
due to different hierarchy levels. As an example, con-
sider two classes that have a common parent class in the
hierarchy. A few features are crucial to discriminate the
two classes. On the specific hierarchy level of these two
classes, these features are boosted to allow for distinguish-
ing both classes. However, on the more general level of
the parent class, these features get reduced in impact, be-
cause both classes are recognized as one that shall be dis-
tinguished from others on this level. Given a certain hier-
archy, there is an imbalance in the distribution of these dif-
ferent types with many more constraints describing higher
hierarchy levels. This could potentially lead to an under-
representation of the distinction between the most specific
classes in the hierarchy. However, biHAC compensates
this through its adaptation process based on violated clus-
ter merges. This rather leads to a stronger focus on deeper
hierarchy levels. There are two reasons for this. First, there
are fewer clusters on higher hierarchy levels. And second,
it is much more likely that a more specific cluster, which
also contains fewer items, does not contain constraint vio-
lations from earlier merges, which forbids adaptation. Fur-
thermore, cluster merges on higher levels combine several
constraints at once, as indicated before.

5 Evaluation
We compared the biHAC approach, the iHAC approach
[Bade and Nürnberger, 2008], and their combination
(called biiHAC) for its suitability to our learning task. Fur-
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thermore, we used the standard HAC approach as a base-
line. In the following, we first describe the used datasets
and evaluation measures. Then we show and discuss the
obtained results.

5.1 Datasets
As the goal is to evaluate hierarchical clustering, we used
three hierarchical datasets. As we are particularly inter-
ested in text documents, we used the publically available
banksearch dataset1 and the Reuters corpus volume 12.
From these datasets, we generated three smaller subsets,
which are shown in Fig. 6–8. The figures show the class
structure as well as the number of documents directly as-
signed to each class. The first dataset uses the complete
structure of the banksearch dataset but only the first 100
documents per class. For the Reuters 1 dataset, we selected
some classes and subclasses that seemed to be rather distin-
guishable. In contrast to this, the Reuters 2 dataset contains
classes that are more alike. We randomly sampled a maxi-
mum of 100 documents per class, while a lower number in
the final dataset means that only less than 100 documents
were available in the dataset.

• Finance (0)
◦ Commercial Banks (100)
◦ Building Societies (100)
◦ Insurance Agencies (100)
• Science (0)
◦ Astronomy (100)
◦ Biology (100)

• Programming (0)
◦ C/C++ (100)
◦ Java (100)
◦ Visual Basic (100)
• Sport (100)
◦ Soccer (100)
◦Motor Racing (100)

Figure 6: Banksearch dataset

• Corporate/Industrial (100)
◦ Strategy/Plans (100)
◦ Research/Development (100)
◦ Advertising/Promotion (100)
• Economics (59)
◦ Economic Performance (100)
◦ Government Borrowing (100)

• Government/
Social (100)
◦ Disasters and

Accidents (100)
◦ Health (100)
◦Weather (100)

Figure 7: Reuters 1 dataset

• Equity Markets (100)
• Bond Markets (100)
•Money Markets (100)
◦ Interbank Markets (100)
◦ Forex Markets (100)

• Commodity
Markets (100)
◦ Soft Commodities

(100)
◦Metals Trading (100)
◦ Energy Markets (100)

Figure 8: Reuters 2 dataset

All documents were represented with tf × idf document
vectors. We performed a feature selection, removing all
terms that occurred less than 5 times, were less than 3 char-
acters long, or contained numbers. From the rest, we se-
lected 5000 terms in an unsupervised manner as described
in [Borgelt and Nürnberger, 2004]. To determine this num-
ber we conducted a preliminary evaluation. It showed that
this number still has a small impact on initial clustering

1Available for download at the StatLib website
(http://lib.stat.cmu.edu); Described in [Sinka and Corne, 2002]

2Available from the Reuters website
(http://about.reuters.com/researchandstandards/corpus/)

performance, while a larger reduction of the feature space
leads to decreasing performance.

We generated constraints by using labeled data as de-
scribed at the end of Section 2. For each considered setup,
we have randomly chosen five different samples. However,
the same labeled data is used for all algorithms to allow
a fair comparison. We created different settings reflecting
different distributions of constraints. Setting (1) uses la-
beled data from all classes and therefore equally distributed
constraints. Two more settings with unequally distributed
constraints were evaluated by not picking labeled data from
a single leaf node class (setting (2)) or a whole subtree
(setting (3)). Furthermore, we used different numbers of
labeled data given per class. We specifically investigated
small numbers of labeled data (with a maximum of 30) as
we assume from an application oriented point of view that
it is much more likely that labeled data is rare.

5.2 Evaluation Measures
We used two measures to evaluate and compare the perfor-
mance of our algorithms. First, we used the F-score gained
in accordance to the given dataset, which is supposed to
be the true cluster structure that shall be recovered. For
its computation in an unlabeled cluster tree (or in a den-
drogram), we followed a common approach that selects for
each class in the dataset the cluster gaining the highest F-
score on it. This is done for all classes in the hierarchy. For
a higher level class, all documents contained in subclasses
are also counted as belonging to this class. Please note
that this simple procedure might select clusters inconsis-
tent with the hierarchy or multiple times in the case of noisy
clusters. Determining the optimal and hierarchy consistent
selection has a much higher time complexity. However, the
results of the simple procedure are usually sufficient for
evaluation purposes and little is gained from enforcing hi-
erarchy consistency. We only computed the F-score on the
unlabeled data, as we want to measure the gain on the new
data. As F-score is a class specific value, we computed two
mean values: one over all leaf node classes and one over all
higher level classes.

Applying the F-score as described potentially leads to
an evaluation of only a part of the clustering, because it
just considers the best cluster per class (even though that
might be the most interesting part). Therefore, we further-
more used the asymmetric H-Correlation [Bade and Benz,
2009], which can compare entire hierarchies. In principle,
it measures the (weighted) fraction of MLB constraints that
can be generated from the given dataset and are also found
in the learned dendrogram. It is defined as:

Ha =

∑
τ∈MLBl∩MLBg

wg(τ)
∑
τ∈MLBg

wg(τ)
, (8)

whereby MLB l is the constraint set generated from the
dendrogram, MLBg is the constraint set generated from the
dataset, and wg(τ) weights the individual constraints. We
used the weighting function described by [Bade and Benz,
2009] that gives equal weight to all hierarchy nodes in the
final result.

5.3 Results
In this section, we present the results obtained in our ex-
periments. The following parameter sets were used for
biHAC: We used a constant learning rate of five and lim-
ited the number of iterations to 50 to limit the necessary
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Figure 9: Results for the Banksearch and the Reuters 1 data set
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Figure 10: Results for the Reuters 2 data set

run-time of our experiments. In preliminary experiments,
these values showed to behave well.

Figures 9 and 10 show our results on the three datasets.
Each column of the two figures corresponds to one evalu-
ation measure. Each dataset is represented with 3 diagram
rows, the first showing the results with labeled data from all
classes (setting (1)), the second showing results with one
leaf node class unknown (setting (2)), and the third show-
ing results with a complete subtree unknown (setting (3)).
Each diagram shows the performance of the algorithms on
the respective measure with increasing number of labeled
data per class.

In general, it can be seen that all three approaches are ca-
pable of improving cluster quality through the use of con-
straints. However, the specific results differ over the dif-
ferent settings and datasets analyzed. In our discussion, we
start with the most informed setting, i.e., (1), before we turn
to settings (2) and (3).

For the Banksearch dataset (row 1 in Fig. 9), the over-
all cluster tree improvement as measured with the H-
Correlation is constantly increasing with increasing num-
ber of constraints for iHAC and biiHAC, while biHAC it-
self rather adds a constant improvement to the baseline per-
formance of HAC. biiHAC is hereby mostly determined by
iHAC as it has about equal performance. Similar behavior
can be found for the F-score measure on the leaf level. On
the higher level, almost no improvement is achieved with
any method, probably because the baseline performance is
already quite good.

For the Reuters 1 dataset (row 4 in Fig. 9), iHAC and

biiHAC have a smaller overall improvement in comparison
to the Banksearch dataset. However, both methods highly
improve the higher level clusters. This can be explained by
the nature of the dataset, which contains mostly very dis-
tinct classes. Therefore, weighting can improve little. Sim-
ilarities for the higher levels are hard to find. The used fea-
tures based on term occurrences are not expressive enough
to recover the structure in this dataset. Here, the instance-
based component can clearly help, because it does not re-
quire similarities in the representation of the documents.

For the Reuters 2 dataset (row 1 in Fig. 10), all al-
gorithms are again capable of largely increasing the H-
Correlation. While on the higher levels, the instance-based
component has again advantages, biHAC can better adapt
to the leaf level classes. The combination of both algo-
rithms through biiHAC again succeeds in producing an
overall good result towards the better of the two methods
on the specific levels. This dataset benefits most from in-
tegrating constraints, which can also be explained by its
nature. It contains many very similar documents. There-
fore, feature weights can reduce the importance of terms
very frequent over the whole dataset and boost important
words on all hierarchy levels.

Summing up, the combined approach biiHAC provides
good results on all datasets in the case of evenly dis-
tributed constraints. There is no clear winner between the
instance-based and the metric-based approach. Specific
performance gains depend on the properties of the dataset.
Most importantly, the chosen features need to be expres-
sive enough to explain the class structure in the dataset, if
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a metric shall be learned successfully.
Next, we analyze the behavior in the case of unevenly

distributed constraints in settings (2) and (3). In general,
the performance gain is less, if more classes are unknown
in advance. However, this is also expected, as this means
a lower number of constraints. Nevertheless, analyzing
class specific values (which are not printed here) shows that
classes with no labeled data usually still increase in per-
formance in the biHAC approach. Thus, knowledge about
some classes not only helps in distinguishing between these
classes but also reduces the confusion between known and
unknown classes. For iHAC, this is a lot more problem-
atic because it completely ignores the possibility of new
classes. A single noisy clustered instance that is part of a
constraint can therefore result in a complete wrong cluster-
ing of an unknown class, which cannot provide constraints
for itself to ensure its correct clustering.

Let us look in the results in detail. For the Banksearch
data (rows 1–3 in Fig. 9), biHAC and biiHAC have a stable
performance with increasing number of unknown classes,
while iHAC looses performance. On the higher level, its
performances even deteriorates under the baseline perfor-
mance of HAC.

For the Reuters 1 data (rows 4–6 in Fig. 9), the main dif-
ference can be found on the higher cluster levels. iHAC
looses its good performance on the higher level although
it is still better than the baseline. In setting (3), it also
shows that more constraints are even worse for its perfor-
mance. On the other hand, biiHAC can keep up its good
performance. Although the metric alone does not effect the
higher level performance, it is sufficient to ensure that the
instance-based component does not falsely merge clusters,
especially if they correspond to unknown classes.

For the Reuters 2 data (Fig. 10), again the iHAC ap-
proach looses performance with increasing number of un-
known classes, while biHAC as well as biiHAC can keep
up their good quality. The effect is the same as for the
Reuters 1 dataset.

Summing up over all datasets, the metric learning
through biHAC is very resistant to an increasing number
of unknown classes. This is probably due to the fact that it
learns the metric during clustering and thereby incorporates
data from the unknown classes in the weight learning. It is
remarkably to note that its combination with an instance-
based approach in biiHAC has often an even better per-
formance. Although, instance-based constrained clustering
itself is unsuitable, the more classes are unknown, biiHAC
largely benefits further from the instance-based use of con-
straints.

6 Conclusion
In this paper, we introduced an approach for constrained hi-
erarchical clustering that learns a metric during the cluster-
ing process. This approach as well as its combination with
an instance-based approach presented earlier was shown to
be very successful in improving cluster quality. This is es-
pecially true for semi-supervised settings, in which con-
straints do not cover all existing clusters. This is in contrast
to the instance-based method alone, whose performance
heavily suffers in this case.
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Abstract
Modern multi-tier application systems are gen-
erally based on high performance database sys-
tems in order to process and store business in-
formation. Containing valuable business infor-
mation, these systems are highly interesting to
attackers and special care needs to be taken to
prevent any malicious access to this database
layer. In this work we propose a novel approach
for modelling SQL statements to apply machine
learning techniques, such as clustering or out-
lier detection, in order to detect malicious be-
haviour at the database transaction level. The
approach incorporates the parse tree structure
of SQL queries as characteristic e.g. for cor-
relating SQL queries with applications and dis-
tinguishing benign and malicious queries. We
demonstrate the usefulness of our approach on
real-world data.

1 Introduction
The majority of today’s web-based applications does rely
on high performance data storage for business processing.
A lot of attacks on web-applications are aimed at injecting
commands into database systems or try to otherwise trigger
transactions to gain unprivileged access to records stored in
these systems. See [1] for a list of popular attacks on web
applications.

Traditional network-based firewall systems offer no pro-
tection against these attacks, as the malicious (fractions of)
SQL or tampered requests are located at the application
layer and thus are not visible to most of these systems.

The usual way of protecting modern application systems
is by introducing detection models on the network layer
or by the use of web application firewall systems. These
systems often employ a misuse detection approach and try
to detect attacks by matching network traffic or HTTP re-
quest against a list of known attack patterns. A very popular
system based on pattern matching is for instance the Snort
IDS [2]. Another project aiming at the detection of tam-
pered HTTP requests is the ModSecurity module, which
provides a rule-engine for employing pattern based rules
within a Web-Server [3].

Instead of using pattern based approaches, there exists a
variety of papers on employing anomaly-based methods for
detecting web-based intrusions [4; 5; 6]. These either try
to analyze log-files or protocol-level information to detect
anomalies based on heuristics or data-mining techniques.
We earlier proposed a rule based learning approach using
the ModSecurity module in [7].

These approaches are rooted at the network or applica-
tion protocol layer. In this work we focus on the detec-
tion at the database layer, i.e. the detection of anomalous
SQL statements, that are either malicious in the sense that
they include parts of injected code or differ from the set of
queries usually issued within an application. The main con-
tribution of our work is the use of a grammar based analy-
sis, namely tree-kernel based learning, which became pop-
ular within the field of natural language processing (NLP).
Our approach incorporates the parse tree structure of SQL
queries as characteristic e.g. for correlating SQL queries
with applications and distinguishing benign and malicious
queries. By determining a context sensitive similarity mea-
sure we can locate the nearest legal query for an malicious
statements which helps in root cause analysis.

The remainder of this paper is organized as follows: Sec-
tion 2 states the problem in detail and gives an overview
of related work regarding intrusion detection in databases.
In Section 3 we give a short introduction to kernel-based
learning algorithms in general and their application on
structured data in detail. Following this overview we de-
fine our tree-kernel based method and describe its applica-
tion to learning SQL for intrusion detection in databases in
Section 4. Finally we present our results on real-world data
in Section 5 and summarize our experiments.

2 Problem & Related Work
Executing malicious statements on a database may result
in severe problems, which can range from exposure of sen-
sitive information to loosing records or broken integrity.
Once an attacker manages to inject code into a database
this will likely not only affect specific records, but may lead
to a compromise of the complete application environment.
This in turn can cause severe outages with respect to data
records and a company’s public reputation.

Although the risk may seem low on a first glance, given
the database layer is separated from the public interface
(web/presentation layer) and not directly accessible from
the outside, anomalous queries caused by e.g. SQL injec-
tion attacks are a widespread problem. The Web Hacking
Incident Database provides a listing of recent web hacks, a
lot of them relying on SQL injections [8].

There have been approaches to apply data-mining and
machine learning methods to detect intrusions in databases.
Lee et al [9] suggest learning fingerprints of access pat-
terns of genuine database transactions (e.g. read/write se-
quences) and using them to identify potential intrusions.
Typically there are many possible SQL queries, but most
of them only differ in constants that represent the user’s
input. SQL queries are summarized in fingerprints (regu-
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Figure 1: SQL parse tree of an SQL injection

lar expressions) by replacing the constants with variables
or wild-cards. Such fingerprints capture some structure of
the SQL queries. Following the approach of [9], queries
not matching any of the existing fingerprints are reported
as malicious. A drawback of this approach is its inability
to correlate and identify fingerprints with applications.

In [10] the authors also try to detect SQL injections by
a kind of fingerprints. They use parse trees of queries as
fingerprints for the queries structure. The main idea here is
to compare the parse tree of an SQL statement before and
after user-variables have been inserted. Injected SQL frag-
ments will typically significantly change the trees structure.
An example of such structural changes in the parse tree of a
query is shown in figure 1. In this figure, the rounded nodes
of the tree indicate the additional parts that have been added
due to the injection SQL fragment ’ OR 1 > 0 --. As
this work only uses a one-to-one comparison on parse-trees
it is missing any generalization capabilities and thus not ap-
plicable for machine learning methods, such as clustering
and outlier detection.

A similar grammar-based approach has been used in
[11], which studied the use of syntax-aware analysis of the
FTP protocol using tree-kernel methods on protocol parse-
trees. A slightly different approach was taken in [12] where
the parse tokens are used along with their values to detect
anomalies in HTTP-traffic. The latter approach does not
use the full parse tree but its leaves. Our work is similar
to [11; 12] in the sense that it employs machine learning
methods on syntax trees derived from a protocol parser.

Also approaches on investigating data dependencies
have been proposed in [13] and [14]. Data dependencies re-
fer to access correlations among sensitive data items. Data
dependencies are generated in form of classification rules
like before an update of item1 a read of item2 is likely.
Transactions not compliant to these rules are flagged as ma-
licious. Srivastava et al [14] further distinguish different
levels of sensitivity of data items which need to be speci-
fied by hand. Both approaches ignore the structure of SQL
queries and are unable to correlate SQL queries with appli-
cations. A more recent work has been presented in [15],
focusing on the sequential nature of SQL queries. These
studies also make use of a smart modelling technique to

easily apply data mining methods on their SQL representa-
tions.

3 A Grammar-based Modelling
Since most learning approaches work on vectorized data,
a key issue when using machine learning for intrusion de-
tection is the representation of monitored data to apply any
learning algorithm. A popular technique in IDS is the ex-
haustive creation of n-grams, yielding histogram vectors
for observed input data. These do not maintain any syntac-
tical information of SQL. A little more syntax is regarded
by creating term-vectors of a query. A term-vector can be
obtained by splitting the query in a “proper way”, i.e. by
splitting on whitespace characters (optionally maintaining
quoted strings).

As in this work we are dealing with the detection of ma-
licious database queries, we choose a grammar based ap-
proach to represent SQL queries. We propose two alterna-
tive modelling approaches for making SQL queries suitable
for machine learning.

3.1 Parsing SQL
The basic idea of [10] is to detect SQL injection attacks by
means of changes in a queries syntax tree. An example of
such a tree has been shown before (see figure 1). In order
to obtain such a parse tree, a parser for the SQL dialect is
required. Usually complex parsers are automatically gener-
ated based on a given grammar description using tools such
as yacc, antlr or javacc. Unfortunately, the availability of
proper grammar descriptions for SQL is pretty sparse and
most existing parser implementations are tightly wired into
the corresponding DBMS, making it laborious to extract a
standalone parser.

We therefore decided to modify an existing open-source
DBMS, in our case the Apache Derby database, which pro-
vides a standalone deployment. The Derby parser is itself
generated off a grammar file using javacc, but does not ex-
plicitly output a syntax tree suitable for our decomposition.
Using the tree-interface of the parser, we derived a tree-
inspection tool which traverses the tree object of a query
and writes out the corresponding node information.
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3.2 Vectorization of SQL Queries
To incorporate more syntax, we determine the parse tree of
a query. As we are interested in the detection of abnormal
queries within our database application, we are looking for
a similarity measure for the space of structured objects, i.e.
the space of valid SQL parse trees. Thus, we are faced
with the problem of having to create a distance function for
matching trees.

Definition: Let q be an SQL query and τq the parse tree
of q, identifying with τq the root node of the tree. Each node
n within that tree is labeled with an identifier type(n), re-
flecting the node type.

For a node n within τq we denote by succ(n) the ordered
set of successors of n and by succi(n) the ith child of n.

This definition is basically just a formalization of a
query’s syntax tree. It allows us to enlist the production
or grammar rules, which generate a given SQL query q.
This list of production rules will be defined as follows:

Definition: For a node n within the parse tree τq of a
query q, the list of production rules P (n) is given by

P (n) =
⊎

c∈succ(n)

{type(n)→ type(c)} ]
⊎

c∈succ(n)

P (c).

Given P (n), denote by |P (n)|r the number of times the
rule r occurs in P (n).

Please note that we use the ] notation here for list con-
catenation, thus, the resulting list may contain the same rule
more than once. Now, denoting with Q the set of all valid
trees for a given SQL dialect, these simple definitions allow
us to define a mapping ϕ : Q → Rn, by following the bag
of words approach known from text classification tasks like
spam detection as proposed in [16].

Definition: Let R be the sorted set of all possible pro-
duction rules, defined by some SQL grammar and ri the ith
rule of R. For an SQL query q with the associated parse
tree τq the rule vector v ∈ R|R| is given by vi = |P (τq)|ri

.
The function ϕ maps an SQL query q to the vector space
R|R| by ϕ(q) = v.

Since an SQL query usually consists of only a small frac-
tion of the complete SQL grammar, these rule vectors are
typically very sparse. Based on this mapping we can now
define a distance measure on SQL queries using any dis-
tance function ∆ in the vector space R|R| by defining the
corresponding distance function ∆SQL using

∆SQL(q1, q2) := ∆(ϕ(q1), ϕ(q2)), (1)

where q1, q2 are any two SQL statements of a common di-
alect. This allows for the application of a wide range of dis-
tance based learning algorithms such as clustering or out-
lier detection.

4 Using Tree-Kernels for SQL Grammars
The simple vectorization of SQL queries defined above in-
cludes a weak context based reasoning to be used within
the distance measure in R|R|. It can be seen as an an ex-
plicit feature extraction approach, as it explicitly creates
feature vectors from SQL statements. Unfortunately, the
rule counting does only incorporate direct antecessor rela-
tionships, limiting the contextual scope.

4.1 Introduction to Tree-Kernels
To overcome these limitations the natural language pro-
cessing community makes use of context based tree-
kernels, which provide a so-called kernel-function over
trees. In the machine learning community kernel-based
methods have received a lot of attention not ultimately
owing to the well-known support vector machine method,
which has also been used for intrusion detection [17;
12]. These methods make use of a kernel-function to mea-
sure the similarity between instances of some input space
X , i.e. a kernel k is symmetric and positive (semi-) definite
function

k : X × X → R
which implicitly computes an inner product in a reproduc-
ing kernel Hilbert space. There exists kernel functions for
complex structures like trees or graphs, which are often de-
fined as convolution kernels [18]. For these kernels one de-
fines a kernel over atomic structures and defines the convo-
lution kernel for complex objects by combining the kernel
function of its sub structures.

In [19] Collins and Duffy propose a simple kernel over
trees for use in natural language processing. The basic idea
is to capture structural information over trees in the kernel
function by incorporating all sub-trees occuring within the
trees of interest. Let T be the space of all trees in question
and denote with T the ordered set of all possible sub-trees
in T . For a tree τ ∈ T denote by hi(τ) the number of
occurrences of the i-th sub-tree of T in τ and with N(τ)
the set of all nodes in τ . For two trees τ1, τ2 the tree-kernel
in [19] is defined by

KC(τ1, τ2) = hi(τ1)hi(τ2) =
∑

n1∈N(τ1),

n2∈N(τ2)

∆(n1, n2).

The function ∆ is defined as follows

∆(n1, n2) =

{ 0 if P (n1) 6= P (n2)
λ if H(n1) = H(n2) = 1

∆∗(n1, n2) otherwise,

where H(ni) = height(ni) and ∆∗(n1, n2) is recursively
defined as

∆∗(n1, n2) = λ

| succ(n1)|∏

k=1

[1 + ∆(succk(n1), succk(n2))]

Roughly speaking, this kernel measures the similarity of
two trees by the set of common sub trees. As it does not
consider the context of a sub tree, Zhou et al [20] designed
a context-sensitive convolution tree-kernel, by taking into
account a sub trees’ context by means of its ancestors.

Starting with a tree τ , a root node path of length l in τ is a
path from the root node τ or any of its successors to a node
in τ , which has a length of l. Following the notation of [20],
the set of all root node paths for a tree τj with a maximal
length of m is denoted by Nm[j]. Given a maximum length
m for the root node paths considered, the context-sensitive
tree-kernel is given be

KCSC(τ1, τ2) =
m∑

i=1

∑

ni
1[1]∈Ni

1[1],

ni
2[2]∈Ni

1[2]

∆CSC(ni
1[1], ni

2[2]),

where ni
1[j] = (n1, n2, . . . , ni)[j] denotes a root node path

of length i in tree τj . This kernel will therefore incorporate
the similarity of common sub-trees.
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4.2 Using Tree-Kernels for SQL Parse-Trees
As mentioned in the beginning, the use of tree-kernels in
intrusion detection has been proven to provide a syntax-
oriented analysis in protocols such as FTP or HTTP [11;
12]. To exploit the benefit of syntax-level awareness in
SQL query-analysis, we derive the distance measure in-
duced by a tree-kernel function to directly measure the sim-
ilarity of SQL queries by means of their parse-trees.

For a kernel k and examples x1, x2, such a distance can
be obtained by

d(x1, x2) =
√

k(x1, x2)− 2k(x1, x2) + k(x1, x2). (2)

Using a tree-kernel we can therefore use this kernel to di-
rectly compute the distance of two SQL parse-trees using
(2).

5 Experimental Analysis and Results
For an evaluation of the different modelling approaches we
collected data of the popular Typo3 content management
system. This application heavily depends on the use of
SQL for various tasks beyond page content storage, such
as session-persistence, user-management and even page-
caching.

Model Ratio 200:15 Ratio 1000:15
TPR FPR time TPR FPR time

3-gram 0.667 0.000 71s 0.667 0.002 643s
4-gram 0.333 0.000 149s 0.733 0.002 1055s
Term vectors 0.667 0.005 2s 0.733 0.002 283s
SQL vectors 0.867 0.000 16s 0.867 0.001 67s

Table 1: Separation capabilities of the different models
based on a 10-fold cross-validation.

We created a set of distinct queries and added synthetic
attacks, which closely reflect modifications that would fol-
low from SQL injections, by inserting typical injection vec-
tors such as OR ’a’ = ’a’ or the like into legal state-
ments. The intention was to observe whether, using dif-
ferent models, the SVM is to distinguish between legal
and malicious statements even though the latter were only
marginally different. We created two sets with different ra-
tios of normal to malicious queries, one with 200:15, the
other with 1000:15 queries.

5.1 Importance of Context
A central question in our work is the importance of contex-
tual information when analyzing SQL queries. We there-
fore analyzed approaches such as n-grams, term-vector and
the SQL vectorization described in section 3.2. In this ex-
periment we did not mean to train a detector, but wanted
to explore the expressiveness of the different models and
determined the detection rate (TPR) and the false-positive
rate (FPR) of the different modelling approaches. As learn-
ing algorithm we used an SVM approach within a 10-fold
cross-validation.

As you can see from table 1, the use of context informa-
tion results in performance gains especially with respect to
the detection rate (TPR) and the fraction of false positives
(FPR). This supports our thesis on the importance of the
context when analyzing SQL queries. It is worth noting,
that the variance in TPR/FPR within the 10-fold cross val-
idation proved to be much smaller for the context-sensitive

methods. Additionally, the training time using term- or sql-
vectorization decreased due to the smaller number of (ir-
relevant) attributes. The times in table 1 refer to the com-
plete parameter-optimization and 10-fold cross-validation
process.

5.2 Query Analysis using Tree-Kernels
Using the tree-kernel similarity we are interested in ana-
lyzing an application’s structure by means of different sets
of similar statements used. Therefore we used the kernel
similarity within an interval self-organizing map (ISOM) to
create a visualization of an application’s statements. In fig-
ure 2 you see the ISOM of 200 regular queries taken from
Typo-3 (dots), supplemented by 15 modified “malicious”
modifications (squares).

Figure 2: ISOM of 215 Typo-3 queries (200 legal, 15
anomalous), created by the CSC tree-kernel (λ = 0.6,m =
10).

As can be seen in figure 2 the kernel does consolidate
similar queries into clusters, an inspection of the clustered
regions revealed very reasonable groups, such as “all page-
content queries”, “all session update queries” and so on.
The heaps of dots turned out to be of a very similar struc-
ture, only differing in terminal symbols. Further adding
edges to the ISOM showed, that the modified queries are
consolidated very late, showing that they are highly dis-
similar.

5.3 Intra-Cluster ISOMs
As the ISOM experiments proved to be useful to get a feel-
ing for the similarity measure, we employed a KMedoids
clustering algorithm based on the tree-kernel distance and
inspected the clusters by creating ISOMs of each cluster
separately. Figure 3 shows the ISOM of a cluster con-
taining “attacks” which are similar to the majority of the
queries, but differ by injected SQL fragments.

Within this cluster the anomalous queries is the one most
dissimilar from all other, resulting in isolation. The queries
in the left-hand group are related to selecting language-
specific content from the database, whereas the group on
the right contains queries selecting page-content related to
a user-id UID. The anomalous query contains an additional
OR UID > 0, neutralizing the UID check.

This yields a two-way analysis which uses a clustering
approach to first group the different kinds of statements and
then uses an intra-cluster outlier detection for the detection
of malicious queries.

Figure 3: Intra-Cluster ISOM of a cluster consisting of 46
legal queries and one single anomalous modification.
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6 Conclusions and Future Work
We presented two approaches for a context sensitive mod-
elling/fingerprinting of SQL queries by use of generic
models. Using tree-kernels for analyzing SQL statements
brings together the results of natural language processing
with a highly structured query language. The results con-
firm the benefit of incorporation of syntax information of
previous works [11; 12] in the domain of SQL queries.

The consideration of the SQL structures shows perfor-
mance gains in both performance and speed, the later due
to the fewer but far more meaningful features. Compared to
previous approaches the tree-kernels allow for a similarity
measure on SQL statements providing flexible generaliza-
tion capabilities.

However, a drawback in the use of tree-kernels is their
computational overhead. Given a set of 1015 queries, the
computation of the kernel matrix took about 210 seconds.
Use of hierarchical models, such as hierarchical clustering,
may lower the impact of this performance decrease for fu-
ture detection models.

Here, our first Clustering and ISOM experiments in 5
show the usefulness of tree-kernels as a similarity measure
in order to visualize SQL queries in applications. How-
ever, the tree-kernel approach still offers a lot of optimiza-
tion possibilities and needs further investigation. In future
works we therefore plan on using inter-cluster outlier detec-
tion to create hierarchical anomaly detection models based
on tree-kernels over SQL parse-trees.
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Abstract

Multilabel classification is an extension of con-
ventional classification in which a single instance
can be associated with multiple labels. Recent re-
search has shown that, just like for standard clas-
sification, instance-based learning algorithms re-
lying on the nearest neighbor estimation princi-
ple can be used quite successfully in this con-
text. However, since hitherto existing algorithms
do not take correlations and interdependencies
between labels into account, their potential has
not yet been fully exploited. In this paper, we
propose a new approach to multilabel classifica-
tion, which is based on a framework that uni-
fies instance-based learning and logistic regres-
sion, comprising both methods as special cases.
This approach allows one to capture interdepen-
dencies between labels and, moreover, to com-
bine model-based and similarity-based inference
for multilabel classification. As will be shown
by experimental studies, our approach is able to
improve predictive accuracy in terms of several
evaluation criteria for multilabel prediction.

1 Introduction
In conventional classification, each instance is assumed
to belong to exactly one among a finite set of candidate
classes. As opposed to this, the setting of multilabel clas-
sification allows an instance to belong to several classes
simultaneously or, say, to attach more than one label to a
single instance. Problems of this type are ubiquitous in ev-
eryday life: At IMDb, a movie can be categorized as action,
crime, and thriller; a CNN news report can be tagged as
people and political at the same time; in biology, a typical
multilabel learning example is the gene functional predic-
tion problem, where a gene can be associated with multiple
functional classes, such as metabolism, transcription, and
protein synthesis.

Multilabel classification has received increasing atten-
tion in machine learning in recent years, not only due to
its practical relevance, but also as it is interesting from a
theoretical point of view. In fact, even though it is possible
to reduce the problem of multilabel classification to con-
ventional classification in one way or the other and, hence,
to apply existing methods for the latter to solve the former,

∗With minor changes, this paper has been accepted at The Eu-
ropean Conference on Machine Learning and Principles and Prac-
tice of Knowledge Discovery in Databases (ECML PKDD 2009).

straightforward solutions of this type are usually not op-
timal. In particular, since the presence or absence of the
different class labels has to be predicted simultaneously, it
is obviously important to exploit correlations and interde-
pendencies between these labels. This is usually not ac-
complished by simple transformations to standard classifi-
cation.

Even though quite a number of more sophisticated meth-
ods for multilabel classification has been proposed in the
literature, the application of instance-based learning (IBL)
has not been studied very deeply in this context so far.
This is a bit surprising, given that IBL algorithms based on
the nearest neighbor estimation principle have been applied
quite successfully in classification and pattern recognition
for a long time [Aha et al., 1991]. A notable exception is
the multilabel k-nearest neighbor (MLKNN) method that
was recently proposed in [Zhang and Zhou, 2007], where
it was shown to be competitive to state-of-the-art machine
learning methods.

In this paper, we propose a novel approach to multilabel
classification, which is based on a framework that unifies
instance-based learning and logistic regression, comprising
both methods as special cases. This approach overcomes
some limitations of existing instance-based multilabel clas-
sification methods, including MLKNN. In particular, it al-
lows one to capture interdependencies between the class
labels in a proper way.

The rest of this paper is organized as follows: The prob-
lem of multilabel classification is introduced in a more for-
mal way in Section 2, and related work is discussed in Sec-
tion 3. Our novel method is then described in Section 4.
Section 5 is devoted to experiments with several benchmark
data sets. The paper ends with a summary and some con-
cluding remarks in Section 6.

2 Multilabel Classification
Let X denote an instance space and let L =
{λ1, λ2 . . . λm} be a finite set of class labels. Moreover,
suppose that each instance ~x ∈ X can be associated with
a subset of labels L ∈ 2L; this subset is often called
the set of relevant labels, while the complement L \ L is
considered as irrelevant for ~x. Given training data in the
form of a finite set T of observations in the form of tuples
(~x, L~x) ∈ X × 2L, typically assumed to be drawn inde-
pendently from an (unknown) probability distribution on
X × 2L, the goal in multilabel classification is to learn a
classifier h : X → 2L that generalizes well beyond these
observations in the sense of minimizing the expected pre-
diction loss with respect to a specific loss function; com-
monly used loss functions will be reviewed in Section 5.3.
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Note that multilabel classification can be reduced to a
conventional classification problem in a straightforward
way, namely by considering each label subset L ∈ 2L as
a distinct (meta-)class. This approach is referred to as la-
bel powerset (LP) in the literature. An obvious drawback
of this approach is the potentially large number of classes
that one has to deal with in the newly generated problem;
obviously, this number is 2|L| (or 2|L| − 1 if the empty set
is excluded as a prediction). This is the reason why LP
typically works well if the original label set L is small but
quickly deteriorates for larger label sets. Nevertheless, LP
is often used as a benchmark, and we shall also include it
in our experiments later on (cf. Section 5).

Another way of reducing multilabel to conventional clas-
sification is offered by the binary relevance approach.
Here, a separate binary classifier hi is trained for each label
λi ∈ L, reducing the supervision to information about the
presence or absence of this label while ignoring the other
ones. For a query instance ~x, this classifier is supposed
to predict whether λi is relevant for ~x (hi(~x) = 1) or not
(hi(~x) = 0). A multilabel prediction for ~x is then given
by h(~x) = {λi ∈ L |hi(~x) = 1}. Since binary relevance
learning treats every label independently of all other labels,
an obvious disadvantage of this approach is that it ignores
correlations and interdependencies between labels.

Some of the more sophisticated approaches learn a mul-
tilabel classifier h in an indirect way via a scoring function
f : X × L → R that assigns a real number to each in-
stance/label combination. The idea is that a score f(~x, λ)
is in direct correspondence with the probability that λ is
relevant for ~x. Given a scoring function of this type, multi-
label prediction can be realized via thresholding:

h(~x) = {λ ∈ L | f(~x, λ) ≥ t } ,
where t ∈ R is a threshold. As a byproduct, a scoring func-
tion offers the possibility to produce a ranking of the class
labels, simply by ordering them according to their score.
Sometimes, this ranking is even more desirable as a predic-
tion, and indeed, there are several evaluation metrics that
compare a true label subset with a predicted ranking in-
stead of a predicted label subset (cf. Section 5.3).

3 Related Work
Multilabel classification has received a great deal of atten-
tion in machine learning in recent years, and a number of
methods has been developed, often motivated by specific
types of applications such as text categorization [Schapire
and Singer, 2000; Ueda and Saito, 2003; Kazawa et al.,
2005; Zhang and Zhou, 2006], computer vision [Boutell et
al., 2004], and bioinformatics [Clare and King, 2001; Elis-
seeff and Weston, 2002; Zhang and Zhou, 2006]. Besides,
several well-established methods for conventional classifi-
cation have been extended to the multi-label case, includ-
ing support vector machines [Godbole and Sarawagi, 2004;
Elisseeff and Weston, 2002; Boutell et al., 2004], neural
networks [Zhang and Zhou, 2006], and decision trees [Vens
et al., 2008].

In this paper, we are especially interested in instance-
based approaches to multilabel classification, i.e., meth-
ods based on the nearest neighbor estimation principle
[Dasarathy, 1991; Aha et al., 1991]. This interest is largely
motivated by the multilabel k-nearest neighbor (MLKNN)
method that has recently been proposed in [Zhang and
Zhou, 2007]. In that paper, the authors show that MLKNN
performs quite well in practice. In the concrete experiments

presented, MLKNN even outperformed some state-of-the-
art model-based approaches to multilabel classification, in-
cluding RankSVM and AdaBoost.MH [Elisseeff and We-
ston, 2002; Comite et al., 2003].

MLKNN is a binary relevance learner, i.e., it learns a
single classifier hi for each label λi ∈ L. However, instead
of using the standard k-nearest neighbor (KNN) classifier
as a base learner, it implements the hi by means of a com-
bination of KNN and Bayesian inference: Given a query
instance ~x with unknown multilabel classification L ⊆ L,
it finds the k nearest neighbors of ~x in the training data
and counts the number of occurrences of λi among these
neighbors. Considering this number, y, as information in
the form of a realization of a random variable Y , the poste-
rior probability of λi ∈ L is given by

P(λi ∈ L |Y = y) =
P(Y = y |λi ∈ L) ·P(λi ∈ L)

P(Y = y)
,

(1)
which leads to the decision rule

hi(~x) =

{ 1 if P(Y = y |λi ∈ L)P(λi ∈ L) ≥
P(Y = y |λi 6∈ L)P(λi 6∈ L)

0 otherwise

The prior probabilities P(λi ∈ L) and P(λi 6∈ L) as well
as the conditional probabilities P(Y = y |λi ∈ L) and
P(Y = y |λi 6∈ L) are estimated from the training data in
terms of corresponding relative frequencies. As an aside,
we note that these estimations come with a relatively high
computational complexity, since they involve the consider-
ation of all k-neighborhoods of all training instances.

4 Combining IBL and Logistic Regression
In this section, we introduce a machine learning method
whose basic idea is to consider the information that de-
rives from examples similar to a query instance as a feature
of that instance, thereby blurring the distinction between
instance-based and model-based learning to some extent.
This idea is put into practice by means of a learning algo-
rithm that realizes instance-based classification as logistic
regression.

4.1 KNN Classification
Suppose an instance ~x to be described in terms of features
φi, i = 1, 2 . . . n, where φi(~x) denotes the value of the i-th
feature for instance ~x. The instance space X is endowed
with a distance measure: ∆(~x, ~x′) is the distance between
instances ~x and ~x′. We shall first focus on the case of bi-
nary classification and hence define the set of class labels
by Y = {−1,+1}. A tuple (~x, y) ∈ X × Y is called a
labeled instance or example. D denotes a sample that con-
sists of N labeled instances (~xi, yi), 1 ≤ i ≤ N . Finally,
a new instance ~x0 ∈ X (a query) is given, whose label
y0 ∈ {−1,+1} is to be estimated.

The nearest neighbor (NN) principle prescribes to esti-
mate the label of the yet unclassified query ~x0 by the label
of the nearest (least distant) sample instance. The KNN
approach is a slight generalization, which takes the k ≥ 1
nearest neighbors of ~x0 into account. That is, an estimation
ŷ0 of y0 is derived from the set Nk(~x0) of the k nearest
neighbors of ~x0, usually by means of a majority vote:

ŷ0 = arg max
y∈Y

#{~xi ∈ Nk(~x0) | yi = y}. (2)
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4.2 IBL as Logistic Regression
A key idea of our approach is to consider the labels of
neighbored instances as “features” of the query ~x0 whose
label is to be estimated. It is worth mentioning that simi-
lar ideas have recently been exploited in relational learning
[Getoor and Taskar, 2007] and collective classification [Lu
and Getoor, 2003; Ghamrawi and McCallum, 2005].

Denote by p0 the prior probability of y0 = +1 and by
π0 the corresponding posterior probability. Moreover, let
δi

df= ∆(~x0, ~xi) be the distance between ~x0 and ~xi. Taking
the known label yi as information about the unknown label
y0, we can consider the posterior probability

π0
df= P(y0 = +1 | yi).

More specifically, Bayes’ rule yields

π0

1− π0
=

P(yi | y0 = +1)
P(yi | y0 = −1)

· p0

1− p0

= ρ · p0

1− p0
,

where ρ is the likelihood ratio. Taking logarithms on both
sides, we get

log
(

π0

1− π0

)
= log(ρ) + ω0 (3)

with ω0 = log(p0)− log(1− p0).
Model (3) still requires the specification of the likelihood

ratio ρ. In order to obey the basic principle underlying IBL,
the latter should be a function of the distance δi. In fact, ρ
should become large for δi → 0 if yi = +1 and small if
yi = −1: Observing a very close instance ~xi with label
yi = +1 (yi = −1) makes y0 = +1 more (un)likely in
comparison to yi = −1. Moreover, ρ should tend to 1 as
δi → ∞: If ~xi is too far away, its label does not provide
any evidence, neither in favor of y0 = +1 nor in favor
of y0 = −1. A parameterized function satisfying these
properties is

ρ = ρ(δ) df= exp
(
yi ·

α

δ

)
,

where α > 0 is a constant. Note that the choice of a special
functional form for ρ is quite comparable to the specifica-
tion of the kernel function used in (non-parametric) kernel-
based density estimation, as well as to the choice of the
weight function in weighted NN estimation. ρ(δ) actually
determines the probability that two instances whose dis-
tance is given by δ = ∆(~x0, ~xi) do have the same label.

Now, taking the complete sample neighborhood N (~x0)
of ~x0 into account and —as in the naive Bayes approach—
making the simplifying assumption of conditional indepen-
dence, we obtain

log
(

π0

1− π0

)
= ω0 + α

∑

~xi∈N (~x0)

yi

δi
(4)

= ω0 + α · ω+(~x0),

where ω+(~x0) can be seen as a summary of the evidence in
favor of label +1. As can be seen, the latter is simply given
by the sum of neighbors with label +1, weighted by their
distance, minus the weighted sum of neighbors with label
−1.

As concerns the classification of the query ~x0, the de-
cision is determined by the sign of the right-hand side in
(4). From this point of view, (4) does basically realize

a weighted NN estimation, or, stated differently, it is a
“model-based” version of instance-based learning. Still, it
differs from the simple NN scheme in that it includes a bias
term ω0, which plays the same role as the prior probability
in Bayesian inference.

From a statistical point of view, (4) is nothing else than
a logistic regression equation. In other words, taking a
“feature-based” view of instance-based learning and apply-
ing a Bayesian approach to inference comes down to real-
izing IBL as logistic regression.

By introducing a similarity measure κ, inversely related
to the distance function ∆, (4) can be written in the form

log
(

π0

1− π0

)
= ω0 + α

∑

~xi∈N (~x0)

κ(~x0, ~xi) · yi . (5)

Note that, as a special case, this approach can mimic the
standard KNN classifier (2), namely by setting ω0 = 0 and
defining κ in terms of the (data-dependent) “KNN kernel”

κ(~x0, ~xi) =
{

1 if ~xi ∈ Nk(~x0)
0 otherwise . (6)

4.3 Estimation and Classification
The parameter α in (4) determines the weight of the evi-
dence

ω+(~x0) =
∑

~xi∈N (~x0)

κ(~x0, ~xi) · yi (7)

and, hence, its influence on the posterior probability esti-
mation π0. In fact, α plays the role of a smoothing (regular-
ization) parameter. The smaller α is chosen, the smoother
an estimated probability function ( obtained by applying (5)
to all points ~x0 ∈ X ) will be. In the extreme case where
α = 0, one obtains a constant function (equal to ω0).

An optimal specification of α can be accomplished by
adapting this parameter to the data D, using the method
of maximum likelihood (ML). For each sample point ~xj

denote by

ω+(~xj) df=
∑

~xj 6=~xi∈N (~xj)

κ(~xi, ~xj) · yi

the sample evidence in favor of yj = +1. The log-
likelihood function is then given by the mapping

α 7→
∑

j : yj=+1

w0+αω+(~xj)−
N∑

j=1

log
(
1 + exp(w0 + αω+(~xj)

)
,

(8)
and the optimal parameter α∗ is the maximizer of (8). The
latter can be computed by means of standard methods from
logistic regression. The posterior probability π0 for the
query is then given by

π0 =
exp(ω0 + α∗ ω+(~x0))

1 + exp(ω0 + α∗ ω+(~x0))
.

To classify ~x0, one applies the decision rule

ŷ0
df=
{

+1 if π0 ≥ 1/2
−1 if π0 < 1/2 .

Subsequently, we shall refer to the method outlined above
as IBLR (Instance-Based Learning by Logistic Regres-
sion).
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4.4 Including Additional Features
In the previous section, instance-based learning has been
embedded into logistic regression, using the information
coming from the neighbors of a query ~x0 as a “feature” of
that query. In this section, we consider a possible gener-
alization of this approach, namely the idea to extend the
model (5) by taking further features of ~x0 into account:

log
(

π0

1− π0

)
= αω+(~x0) +

∑

ϕs∈F
βs ϕs(~x0), (9)

where F = {ϕ0, ϕ1 . . . ϕr} is a subset of the available fea-
tures {φ0, φ1 . . . φn} and ϕ0 = φ0 ≡ 1, which means that
β0 plays the role of ω0. Equation (9) is a common logistic
regression model, except that ω+(~x0) is a “non-standard”
feature.

The approach (9), that we shall call IBLR+, integrates
instance-based and model-based (attribute-based) learn-
ing and, by estimating the regression coefficients in (9),
achieves an optimal balance between both approaches. The
extended model (9) can be interpreted as a logistic regres-
sion model of IBL, as outlined in Section 4.2, where the
bias ω0 is no longer constant:

log
(

π0

1− π0

)
= ω0(~x0) + αω+(~x0) , (10)

with ω0(~x0) df=
∑
βsϕs(~x0) being an instance-specific bias

determined by the model-based part of (9).

4.5 Extension to Multilabel Classification
So far, we only considered the case of binary classification.
To extend the approach to multilabel classification with a
label set L = {λ1, λ2 . . . λm}, the idea is to train one clas-
sifier hi for each label. For the i-th label λi, this classifier
is derived from the model

log

(
π

(i)
0

1− π(i)
0

)
= ω

(i)
0 +

m∑

j=1

α
(i)
j · ω

(i)
+j(~x0) , (11)

where π(i)
0 denotes the (posterior) probability that λi is rel-

evant for ~x0, and

ω
(i)
+j(~x0) =

∑

~x∈N (~x0)

κ(~x0, ~x) · yj(~x) (12)

is a summary of the presence of the j-th label λj in the
neighborhood of ~x0; here, yj(~x) = +1 if λj is present
(relevant) for the neighbor ~x, and yj(~x) = −1 in case it is
absent (non-relevant).

Obviously, the approach (11) is able to take interde-
pendencies between class labels into consideration. More
specifically, the estimated coefficient α(i)

j indicates to what
extent the relevance of label λi is influenced by the rele-
vance of λj . A value α(i)

j � 0 means that the presence
of λj makes the relevance of λi more likely, i.e., there is
a positive correlation. Correspondingly, a negative coeffi-
cient would indicate a negative correlation.

Note that the estimated probabilities π(i)
0 can naturally be

considered as scores for the labels λi. Therefore, a ranking
of the labels is simply obtained by sorting them in decreas-
ing order according to their probabilities. Moreover, a pure
multilabel prediction for ~x0 is derived from this ranking via
thresholding at t = 0.5.

Of course, it is also possible to combine the model (11)
with the extension proposed in Section 4.4. This leads to a
model

log

(
π

(i)
0

1− π(i)
0

)
=

m∑

j=1

α
(i)
j ·ω

(i)
+j(~x0)+

∑

ϕs∈F
β(i)

s ϕr(~x0) .

(13)
We shall refer to the extensions (11) and (13) of IBLR to
multilabel classification as IBLR-ML and IBLR-ML+, re-
spectively.

5 Experimental Results
This section is devoted to experimental studies that we con-
ducted to get a concrete idea of the performance of our
method. Before presenting the results of our experiments,
we give some information about the learning algorithms
and data sets included in the study, as well as the criteria
used for evaluation.

5.1 Learning Algorithms
For the reasons mentioned previously, our main interest is
focused on MLKNN, which is arguably the state-of-the-art
in instance-based multilabel ranking. This method is pa-
rameterized by the size of the neighborhood, for which we
adopted the value k = 10. This value is recommended
in [Zhang and Zhou, 2007], where it was found to yield the
best performance. For the sake of fairness, we use the same
neighborhood size for our method, in conjunction with the
KNN kernel (6). In both cases, the simple Euclidean met-
ric (on the complete attribute space) was used as a distance
function. For our method, we tried both variants, the pure
instance-based version (11), and the extended model (13)
with F including all available features. Intuitively, one
may expect the latter, IBLR-ML+, to be advantageous to
the former, IBLR-ML, as it can use features in a more flex-
ible way. Yet, one should note that, since we simply in-
cluded all attributes in F , each attribute will essentially be
used twice in IBLR-ML+, thus producing a kind of redun-
dancy. Besides, model induction will of course become
more difficult, since a larger number of parameters needs
to be estimated.

As an additional baseline we used binary relevance
learning (BR) with three different base learners: logistic
regression, C4.5 (the WEKA [Witten and Frank, 2005] im-
plementation J48 in its default setting), and KNN (again
with k = 10). Finally, we also included label powerset
(LP) with C4.5 as a base learner.

5.2 Data Sets
Benchmark data for multi-label classification is not as
abundant as for conventional classification, and indeed, ex-
periments in this field are often restricted to a very few or
even only a single data set. For our experimental study, we
have collected a comparatively large number of seven data
sets from different domains; an overview is given in Table
1.1

5.3 Evaluation Measures
To evaluate the performance of multilabel classification
methods, a number of criteria and metrics have been pro-
posed in the literature. For a classifier h, let h(~x) ⊆ L de-
note its multilabel prediction for an instance ~x, and let L~x

1All data sets are public available at
http://mlkd.csd.auth.gr/multilabel.html
and http://lamda.nju.edu.cn/data.htm.
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Table 1: Statistics for the multilabel data sets used in the ex-
periments. The symbol * indicates that the data set contains
binary features; card (cardinality) is the average number of
labels per instance.

DATA SET DOMAIN #INST #ATTR #LABEL CARD
emotions music 593 72 6 1.87
image vision 2000 135 5 1.24
genbase biology 662 1186∗ 27 1.25
mediamill multimedia 5000 120 101 4.27
reuters text 7119 243 7 1.24
scene vision 2407 294 6 1.07
yeast biology 2417 103 14 4.24

denote the true set of relevant labels. Moreover, in case a
related scoring function f is also defined, let f(~x, λ) denote
the score assigned to label λ for instance ~x. The most com-
monly used evaluation measures are defined as follows:
• Hamming loss computes the percentage of labels

whose relevance is predicted incorrectly:

HAMLOSS(h) =
1

|L|
∣∣h(~x) ∆L~x

∣∣, (14)

where ∆ is the symmetric difference between two
sets.
• One error computes how many times the top-ranked

label is not relevant:

ONEERROR(f) =

{
1 if arg maxλ∈L f(~x, λ) /∈ L~x
0 otherwise

(15)

• Coverage determines how far one needs to go in the
list of labels to cover all the relevant labels of an in-
stance. This measure is loosely related to the precision
at the level of perfect recall:

COVERAGE(f) = max
λ∈L~x

rankf (~x, λ)− 1 , (16)

where rankf (~x, λ) denotes the position of label ~x in
the ordering induced by f .
• Rank loss computes the average fraction of label pairs

that are not correctly ordered:

RANKLOSS(f) = (17)

#{(λ, λ′) | f(~x, λ) ≤ f(~x, λ′), (λ, λ′) ∈ L~x × L~x}
|L~x||L~x|

,

(18)

where L~x = L \ L~x is the set of irrelevant labels.
• Average precision determines for each relevant label
λ ∈ L~x the percentage of relevant labels among all
labels that are ranked above it, and averages these per-
centages over all relevant labels:

AVEPREC(f) = (19)

1

|L~x|
∑

λ∈L~x

|{λ′ | rankf (~x, λ′) ≤ rankf (~x, λ), λ′ ∈ L~x}|
rankf (~x, λ)

.

(20)

Notice that only Hamming loss evaluates mere multilabel
predictions (i.e., the multilabel classifier h), while the oth-
ers metrics evaluate the underlying ranking function f .
Moreover, smaller values indicate better performance for
all measures except average precision. Finally, except for
coverage, all measures are normalized and assume values
between 0 and 1.

5.4 Results and Discussion
The results of a cross validation study (10-fold, 5 repeats)
are summarized in Table 3 at the end of the paper. As can
be seen, the baseline methods BR and LP are in general not
competitive. Looking at the average ranks, IBLR-ML con-
sistently outperforms all other methods, regardless of the
evaluation metric, indicating that it is the strongest method
overall. The ranking among the three instance-based meth-
ods is IBLR-ML � IBLR-ML+ � MLKNN for all mea-
sures except ONEERROR, for which the latter two change
the position.

To analyze the results more thoroughly, we followed the
two-step statistical test procedure recommended in [Dem-
sar, 2006], consisting of a Friedman test of the null hy-
pothesis that all learners have equal performance and, in
case this hypothesis is rejected, a Nemenyi test to com-
pare learners in a pairwise way. Both tests are based on
the average ranks as shown in the bottom line in Table 3.
Even though the Friedman test suggests that there are sig-
nificant differences between the methods, most of the pair-
wise comparisons remain statistically non-significant (at a
significance level of 5%); see Fig. 1. This is not surprising,
however, given that the number of data sets included in the
experiments, despite being much higher than usual, is still
quite limited from a statistical point of view. Nevertheless,
the overall picture taken from the experiments is clearly in
favor of IBLR-ML.

Table 2: Classification error on binary classification prob-
lems. The number in brackets behind the performance
value is the rank of the method on the corresponding data
set (for each data set, the methods are ranked in decreasing
order of performance). The average rank is the average of
the ranks across all data sets.

DATA SET IBLR-ML+ IBLR-ML MLKNN BR-KNN
breast-cancer .280(4) .252(1) .259(2) .262(3)
breast-w .037(3.5) .037(3.5) .036(2) .034(1)
colic .195(3) .176(1) .350(4) .182(2)
credit-a .135(2) .132(1) .328(4) .138(3)
credit-g .229(1) .265(3) .306(4) .261(2)
diabetes .233(1) .263(4) .259(3) .256(2)
heart-statlog .170(1) .193(2.5) .363(4) .193(2.5)
hepatitis .175(1) .192(2) .204(4) .199(3)
ionosphere .117(2.5) .117(2.5) .108(1) .171(4)
kr-vs-kp .018(1) .044(2.5) .044(2.5) .046(4)
labor .210(3) .130(1) .270(4) .150(2)
mushroom .000(1.5) .000(1.5) .001(3.5) .001(3.5)
sick .030(1) .039(2) .061(4) .040(3)
sonar .250(2) .245(1) .327(4) .284(3)
tic-tac-toe .125(1) .137(3) .136(2) .317(4)
vote .044(1) .060(2) .074(3) .076(4)
average rank 1.84 2.09 3.19 2.88

As to MLKNN, it is interesting to compare this method
with the BR-version of KNN. In fact, since MLKNN is a
binary relevance learner, too, the only difference between
these two methods concerns the incorporation of global in-
formation in MLKNN, which is accomplished through the
Bayesian updating (1) of local information about the rele-
vance of labels. From Table 3, it can be seen that MLKNN
is better than BR-KNN in terms of all ranking measures,
but not in terms of the Hamming loss, for which it is even
a bit worse. Thus, in terms of mere relevance predic-
tion, MLKNN does not seem to offer special advantages.
Our explanation for this finding is that the incorporation of
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Figure 1: Comparison of all classifiers against each other with the Nemenyi test. Groups of classifiers that are not signifi-
cantly different (at p = 0.05) are connected.

global information is indeed not useful for a simple 0/1 pre-
diction. In a sense, this is perhaps not very surprising, given
that the use of global information is somehow in conflict
with the basic principle of local estimation underlying near-
est neighbor prediction. Exploiting such information does,
however, offer a reasonable way to break ties between class
labels, which in turn explains the positive effect on ranking
performance. In fact, one should note that, when simply
scoring labels by the number of occurrences among the k
neighbors of a query, such ties are quite likely; in particular,
all non-relevant labels that never occur will have a score of
0 and will hence be tied. Resorting to global information
about their relevance is then clearly more reasonable than
breaking ties at random.

To validate our conjecture that the incorporation of
global information in MLKNN is actually not very use-
ful for mere relevance prediction, we have conducted an
additional experiments using 16 binary classification prob-
lems from the UCI repository. Using this type of data
makes sense, since, for a binary relevance learner, mini-
mizing Hamming loss is equivalent to minimizing 0/1 loss
for m binary classification problems that are solved inde-
pendently of each other. The results of a 5 times 10-fold
cross validation, summarized in Table 2, are completely in
agreement with our previous study. MLKNN does indeed
show the worst performance and is even outperformed by
the simple BR-KNN. Interestingly, IBLR-ML+ is now a
bit better than IBLR-ML. A reasonable explanation for this
finding is that, compared to the multi-label case, the rele-
vance information that comes from the neighbors of a query
in binary classification only concerns a single label and,
therefore, is rather sparse. Correspondingly, information
about additional features is revaluated.

6 Summary and Conclusions

We have presented a novel approach to instance-based
learning, called IBLR, that can be used for classification in
general and for multilabel classification in particular. Con-
sidering label information of neighbored examples as fea-
tures of a query instance, the idea of IBLR is to reduce
instance-based learning formally to logistic regression. An
optimal balance between global and local inference, and in
the extended version IBLR+ also between instance-based
and model-based (attribute-oriented) learning, can then be
achieved by the estimation of optimal regression coeffi-
cients.

For multilabel classification, this idea is especially ap-
pealing, as it allows one to take interdependencies between
different labels into consideration. These dependencies
are directly reflected by the sign and magnitude of related
regression coefficients. This ability distinguishes IBLR
from hitherto existing instance-based methods for multil-
abel classification, and is probably one of the main factors
for its excellent performance. In fact, our extensive em-
pirical study has clearly shown that IBLR improves upon
existing methods, in particular the MLKNN method that
can be considered as the state-of-the-art in instance-based
multilabel classification.

Interestingly, our results also suggest that the basic idea
underlying MLKNN, namely to combine instance-based
learning and Bayesian inference, is beneficial for the rank-
ing performance but not in terms of mere relevance predic-
tion. Investigating the influence on specific performance
measures in more detail, and elaborating on (instance-
based) methods for minimizing specific loss functions, is
an interesting topic of future work. Besides, for IBLR+,
we plan to exploit the possibility to combine instance-based
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and model-based inference in a more sophisticated way, for
example by selecting optimal feature subsets for both parts
instead of simply using all features twice.
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Table 3: Experimental results in terms of different evaluation measures. The number in brackets behind the performance
value is the rank of the method on the corresponding data set (for each data set, the methods are ranked in decreasing order
of performance). The average rank is the average of the ranks across all data sets.

IBLR-ML+ IBLR-ML MLKNN LP BR-LR BR-C4.5 BR-KNN
Hamming

emotions 0.213(3) 0.185(1) 0.263(6) 0.265(7) 0.214(4) 0.253(5) 0.191(2)
genbase 0.002(2) 0.002(3) 0.005(7) 0.002(4) 0.002(5) 0.001(1) 0.004(6)

image 0.182(1) 0.189(2) 0.195(4) 0.257(7) 0.202(5) 0.245(6) 0.193(3)
mediamill 0.03(6) 0.028(3) 0.027(2) 0.039(7) 0.029(4) 0.032(5) 0.027(1)

reuters 0.044(1) 0.084(6) 0.073(5) 0.067(4) 0.049(2) 0.058(3) 0.09(7)
scene 0.126(4) 0.084(1) 0.087(2) 0.142(7) 0.14(6) 0.133(5) 0.093(3)
yeast 0.199(4) 0.194(1) 0.194(2) 0.28(7) 0.206(5) 0.25(6) 0.196(3)

average rank 3 2.43 4 6.14 4.43 4.43 3.57
One Error

emotions 0.278(3) 0.257(1) 0.393(5) 0.43(7) 0.278(4) 0.422(6) 0.265(2)
genbase 0.014(5) 0.007(2) 0.009(3) 0.01(4) 0.015(6) 0.003(1) 0.017(7)

image 0.328(1) 0.367(2) 0.382(4) 0.507(6) 0.37(3) 0.512(7) 0.386(5)
mediamill 0.356(5) 0.185(3) 0.136(2) 0.367(6) 0.277(4) 0.381(7) 0.133(1)

reuters 0.076(1) 0.22(6) 0.185(5) 0.162(4) 0.086(2) 0.145(3) 0.233(7)
scene 0.349(4) 0.224(2) 0.223(1) 0.394(6) 0.364(5) 0.411(7) 0.26(3)
yeast 0.249(5) 0.227(1) 0.228(2) 0.351(6) 0.241(4) 0.389(7) 0.234(3)

average rank 3.43 2.43 3.14 5.57 4 5.43 4
Coverage
emotions 1.844(4) 1.689(1) 2.258(5) 2.576(6) 1.836(3) 2.608(7) 1.771(2)
genbase 0.356(1) 0.422(4) 0.561(7) 0.529(6) 0.391(3) 0.372(2) 0.436(5)

image 0.963(1) 1.056(3) 1.129(5) 1.589(6) 1.052(2) 1.615(7) 1.102(4)
mediamill 16.681(4) 15.161(3) 12.757(1) 49.469(7) 14.323(2) 47.996(6) 21.344(5)

reuters 0.411(1) 0.758(4) 0.676(3) 0.986(7) 0.44(2) 0.852(6) 0.82(5)
scene 0.911(5) 0.466(1) 0.472(2) 1.145(6) 0.871(4) 1.288(7) 0.551(3)
yeast 6.289(3) 6.203(1) 6.273(2) 9.204(6) 6.492(4) 9.353(7) 6.517(5)

average rank 2.71 2.43 3.57 6.29 2.86 6 4.14
Rank Loss

emotions 0.168(2) 0.146(1) 0.258(5) 0.499(7) 0.168(3) 0.372(6) 0.183(4)
genbase 0.002(1) 0.004(2) 0.006(4) 0.017(7) 0.005(3) 0.006(5) 0.01(6)

image 0.175(1) 0.197(3) 0.214(4) 0.537(7) 0.196(2) 0.409(6) 0.252(5)
mediamill 0.05(4) 0.043(3) 0.037(1) 0.451(7) 0.041(2) 0.187(6) 0.117(5)

reuters 0.026(1) 0.083(4) 0.069(3) 0.18(7) 0.03(2) 0.092(5) 0.113(6)
scene 0.15(4) 0.076(1) 0.077(2) 0.393(7) 0.157(5) 0.299(6) 0.109(3)
yeast 0.168(3) 0.164(1) 0.167(2) 0.545(7) 0.176(4) 0.362(6) 0.204(5)

average rank 2.29 2.14 3 7 3 5.71 4.86
Ave. Prec.

emotions 0.794(3) 0.816(1) 0.71(5) 0.683(6) 0.794(4) 0.683(7) 0.805(2)
genbase 0.989(3) 0.99(2) 0.989(4) 0.986(6) 0.988(5) 0.993(1) 0.982(7)

image 0.789(1) 0.763(2) 0.748(5) 0.653(6) 0.763(3) 0.649(7) 0.752(4)
mediamill 0.694(5) 0.731(3) 0.751(1) 0.498(7) 0.722(4) 0.582(6) 0.739(2)

reuters 0.951(1) 0.859(6) 0.881(4) 0.871(5) 0.944(2) 0.889(3) 0.848(7)
scene 0.773(4) 0.867(1) 0.867(2) 0.734(6) 0.769(5) 0.715(7) 0.844(3)
yeast 0.763(3) 0.769(1) 0.764(2) 0.621(6) 0.754(5) 0.619(7) 0.761(4)

average rank 2.86 2.29 3.29 6 4 5.43 4.14
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Abstract

Graphs are often used to describe and analyze the
geometry and physicochemical composition of
biomolecular structures, such as chemical com-
pounds and protein active sites. A key problem
in graph-based structure analysis is to define a
measure of similarity that enables a meaningful
comparison of such structures. In this regard, so-
called kernel functions have recently attracted a
lot of attention, especially since they allow for
the application of a rich repertoire of methods
from the field of kernel-based machine learning.
Most of the existing kernel functions on graph
structures, however, have been designed for the
case of unlabeled and/or unweighted graphs.
Since proteins are often more naturally and more
exactly represented in terms of node-labeled and
edge-weighted graphs, we propose correspond-
ing extensions of existing graph kernels. More-
over, we propose an instance of the substructure
fingerprint kernel suitable for the analysis of pro-
tein binding sites. The performance of these ker-
nels is investigated by means of an experimental
study in which graph kernels are used as similar-
ity measures in the context of classification.

1 Introduction
The functional analysis of proteins is a key research prob-
lem in the life sciences and a main prerequisite for resolv-
ing the proteome and interactome of living cells, tissues
and organisms. Since improved technology has led to an
increased number of known protein structures, structure-
based prediction of protein function has now become a
viable alternative to classical sequence-based prediction
methods. In fact, structure-based approaches complement
sequence-based methods in a reasonable way, as it is well-
known that functional similarity does not necessarily come
along with sequence similarity [Gibratet al., 1996].

Prediction of protein function can be seen as a classifi-
cation problem. In machine learning, a large repertoire of
classification methods has been developed, most of them
relying, in one way or the other, on a kind of similarity mea-
sure between the objects to be classified. What is needed,
therefore, is a measure of similarity between protein struc-
tures. More specifically, our focus in this paper will be on
the special case ofprotein binding sitesderived from crys-
tal structures. To model such structures in a formal way,

∗These authors contributed equally to the work.

we resort to a graph representation which is able to cap-
ture the most important geometrical and physicochemical
properties of a binding site.

For a long time, graphs have been used in chemoinfor-
matics for the modeling of chemical compounds [Bunke
and Jiang, 2000]. In bioinformatics, they are becoming
more and more important, too, due to their general versa-
tility in modeling complex structures such as proteins or
interaction networks [Berg and Lässig, 2004]. It is hence
not surprising that a number of methods has been devel-
oped for comparing graphs representing protein structures
(e.g. [Jambonet al., 2003; Weskampet al., 2007; Fober
et al., 2009]), and for computing related similarity mea-
sures, for example based the concepts of maximum (min-
imum) common subgraph (supergraph) [Raymondet al.,
2002; Raymond and Willett, 2002] or graph edit distance
[Neuhaus and Bunke, 2007].

In this context, so-calledkernel functions(on graphs)
have attracted increasing attention in recent years [Gärtner,
2003]. Here, the term ‘kernel’ refers to a class of func-
tions that fulfill certain mathematical properties and can
typically be interpreted as similarity measures. These func-
tions are especially attractive as they can be used as a ‘plug-
in’ for every kernel-based machine learning method. In
other words, as soon as a kernel function has been defined
on a certain class of objects, the related domain becomes
amenable to these methods.

The random walk kernel [G̈artner, 2003] and the shortest
path kernel [Borgwardt, 2007] are among the most promi-
nent graph kernels that have been used in the fields of bio-
or chemoinformatics. However, as they have originally
been defined for unweighted graphs, they are not imme-
diately applicable to the case of graphs modeling protein
binding sites. In fact, as will be explained in more detail
in Section 2, binding sites are more naturally modeled in
terms of graphs with node labels and edge weights, and
a representation ignoring labels and weights would come
along with an unacceptable loss of information. In Sec-
tion 3, we therefore extend the aforementioned kernel func-
tions to the case of node-labeled and edge-weighted graphs.
Besides, we make use of thesubstructure fingerprint repre-
sentation[Fechneret al., 2006] to define a class of kernels
for protein binding sites. An experimental comparison of
these graph kernels will be presented in Section 4 and dis-
cussed in Section 5.

2 Modeling Protein Binding Sites
To model protein binding sites as graphs, we build upon
CavBase [Schmittet al., 2001, 2002], a database devel-
oped for the purpose of identifying and extracting putative
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protein binding sites from structural data deposited in the
protein database (PDB) [Bermanet al., 2000]. CavBase
detects putative binding sites as cavities on the surface of
proteins by using the LIGSITE algorithm [Hendlichet al.,
1997]. The geometry of a protein binding site is inter-
nally represented by a set ofpseudocenters, spatial points
that represent the physico-chemical properties of a sur-
face patch within the binding site. Currently, CavBase
uses seven types of pseudocenters (donor, acceptor, donor-
acceptor, pi, aromatic, aliphatic and metal) that account for
different types of possible interactions between residuesof
the binding site and the substrate of the protein. These
pseudocenters are derived from the amino acid composi-
tion of the binding site.

As a natural way to model such structures, we make use
of node-labeled and edge-weighted graphs. Nodes corre-
spond to pseudocenters and are thus labeled with the pseu-
docenter type. On average, a graph representation of a
binding pocket has around 100 nodes, though graphs with
several hundred nodes and some extremes with thousands
of nodes do exist.

Edges are weighted by the Euclidean distance between
the pseudocenters and thus capture the geometry of the
binding site. To reduce the complexity of the representation
and increase algorithmic efficiency, we use an approximate
representation in which edges exceeding a certain length
are ignored; in this regard, a threshold of 11 Angström has
proved to be a reasonable choice [Foberet al., 2009]. De-
spite this approximation, our representation will produce
graphs that are rather dense, as approximately20 percent of
all pairs of nodes are connected by an edge. Consequently,
the graphs have a large number of cycles. Indeed, a cycle-
free representation will normally not be able to reproduce
the geometry of a binding site in an accurate way. As will
be seen later on, this property leads to problems for certain
types of kernel functions.

Formally, a node-labeled and edge-weighted graph will
be denoted byG = (V,E, lV , lE), whereV is a finite set of
nodes andE ⊆ V ×V a set of edges. Moreover,lV : V →
LV is a function that maps each node to one among a finite
set of labelsLV . Likewise,lE : E → R+ is a mapping that
assigns weights to edges. We define the size of a graph in
terms of its number of nodes|V |. The adjacency matrix of
a graphG will be denoted byA.

We note that, since our edges are undirected, it would
be more correct to use a subset instead of a tuple represen-
tation. For convenience, however, we stick to the simpler
tuple notation, with the implicit understanding that(u, v) ∈
E implies(v, u) ∈ E andlE((u, v)) = lE((v, u)).

3 Kernels for Node-Labeled and
Edge-Weighted Graphs

Let G be a set of objects, in our case graphs. AG ×G → R
mappingk is called kernel if it is symmetric and positive
definite, that is,k(x, y) = k(y, x) for all x, y ∈ G and

m∑

i,j=1

cicjk(xi, xj) ≥ 0

for all m ∈ N, {c1, . . . , cm} ⊆ R, and{x1, . . . , xm} ⊆ G.
A generic way to define similarity measures for complex

objects, such as graphs, is to use decomposition techniques,
that is, to decompose a complex object into a set of simple
substructures of a specific type, and to reduce the compar-
ison to the level of these substructures. The idea is that,

for such substructures, the definition of adequate similarity
measures is less difficult and, hopefully, the computation
more efficient. Therefore, graph kernels often belong to
the class ofR-convolution kernels, a special type of ker-
nel especially suitable for composite objects in a discrete
space. Generally, an R-convolution kernelk : G × G → R
can be expressed in the following from:

k(G,G′) =
∑

g∈R−1(G)

∑

g′∈R−1(G′)

κ(g, g′) , (1)

whereR−1(G) denotes a decomposition ofG into sub-
structures, andκ is a kernel defined on such substructures.
In the following, we consider specific instances of (1).

3.1 Random Walk Kernels
Random walk kernels were introduced in [Gärtner, 2003]
for unweighted graphs. Roughly speaking, they decom-
pose a graph into sequences of nodes generated by random
walks, and count the number of identical random walks that
can be found in two graphs. Thus, the random walk ker-
nel is an R-convolution kernels with substructures given by
paths. In the following, we present an extension of these
kernels to the case of edge-weighted graphs.

Interestingly, to compute a graph kernel, it is not neces-
sary to sample random walks. Instead, one can exploit an
important property of the adjacency matrixA of a graphG,
namely that[An]i,j is the number of paths of lengthn from
nodei to nodej; here,An denotes then-th power ofA.
Let G× = G × G′ be the product graph of the graphsG
andG′, where the node and the edge set ofG× are defined
as follows:

V× = { (vi, v
′
j) | vi ∈ V, v′j ∈ V ′, lV (vi) = lV (v′j) }

E× =
{ (

(vi, v
′
j), (vk, v′l)

)
∈ V× × V×

| ‖lE(vi, vk)− lE(v′j , v
′
l)‖ ≤ ǫ

}

Since [An
×]i,j now corresponds to the number of equal

paths of lengthn from node i to node j that occur in
G as well as inG′, the product graphG× allows one
to calculatek(G,G′) by performing simple matrix-oper-
ations. The requirement that node labels and edge weights
have to match along two paths is implicitly encoded in
the definition of the product graph (namely by the restric-
tion to node pairs withlV (vi) = lV (v′j) and edges with
‖lE(vi, v

′
j) − lE(vk, v′l)‖ ≤ ǫ); this idea was already used

by [Borgwardtet al., 2005], albeit only for discrete edge
labels. The similarity of the graphsG andG′, considering
all equal paths of length 1 to∞, is finally given by

kRW (G,G′) =
|V×|∑

i,j=1

[ ∞∑

k=0

λk ·Ak
×

]

i,j

, (2)

whereλk is a shrink factor that guarantees convergence of
the series. For certain choices ofλ, the above series can be
calculated in a simple way. Choosingλk = λk = (1/a)k,
with a ≥ maxv∈V×{degree(v)}, leads to the geometrical
series, and (2) reduces to

kRWgeo
(G,G′) =

|V×|∑

i,j=1

[
(I − λ ·A×)−1

]
i,j

. (3)

Choosingλk = βk

k! leads to the exponential series and to

kRWexp
(G,G′) =

|V×|∑

i,j=1

[
eβ·A×

]
i,j

.
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Since the product graph is of quadratic size and matrix
inversion has cubic complexity, the complexity of the ran-
dom walk kernel isO(M6), with M = max{|V |, |V ′|}.

3.2 Shortest Path Kernels
The random walk kernel considers an extremely large num-
ber of substructures (paths). Intuitively, this may not only
come with a high computational complexity but also pro-
duce a certain redundancy. To reduce the number of sub-
structures, Borgwardt [Borgwardt and Kriegel, 2005] pro-
posed to consider only the shortest paths between two
nodes, an idea which leads to the shortest path kernel.
Again, we propose an extension of this kernel to the case
of edge-weighted graphs.

For two nodesvi, vj ∈ G, letsp(vi, vj) denote the length
of the shortest path (sum of edge weights on the path) be-
tween these nodes, and let

SP (vi, vj) = ({lV (vi), lV (vj)}, sp(vi, vj)) .

Thus, a path is represented by its length and the labels of
the start and the end node (while the node labels in-between
are ignored). A simple kernel on substructures of this type
is the identity (Dirac kernel):

κpath(SP (vi, vj), SP (vk, vl)) (4)

=
{

1 if SP (vi, vj) = SP (vk, vl)
0 else

.

Since testing equality is of course not reasonable for real-
valued edge lengths, we assume these lengths to be dis-
cretized (into bins of lengthδ = 1).

Now, we can define the generalized shortest path kernel
as follows:

kSP (G,G′) = (5)
1
C

∑

vi,vj∈V

∑

vk,vl∈V ′

κpath(SP (vi, vj), SP (vk, vl)) ,

whereC = 1
4 (|V |2− |V |) · (|V ′|2− |V ′|) is a normalizing

factor that guarantees0 ≤ kSP (G,G′) ≤ 1.
To analyze the complexity of the shortest path kernel,

assume|V | = |V ′| = M . The computation of all shortest
paths can be done using the Floyd-Warshall [Floyd, 1962]
algorithm in timeO(M3). The results are stored in a short-
est path matrix, in which the entry at position(i, j) gives
the cost of the shortest path from nodei to nodej. We con-
sider in a pairwise way all paths in both shortest path matri-
ces and compare them usingκpath which needs timeO(1).
Since there areM4 comparisons to perform, the shortest
path kernel needs timeO(M4).

Representing a path only by its length and the labels
of the start and end nodes and, correspondingly, using the
Dirac kernel (4) for comparison does obviously come along
with a considerable loss of information. To investigate
whether performance can be improved by taking the labels
of intermediate nodes into account, we developed another
extension of the shortest path kernel. More specifically, we
replaced the simple 0/1 measure (4) by a measure which
compares the complete shortest paths sequence (sps). To
this end, an sps(v1, v2, . . . , vl) is represented in the form
of a sequence

(lV (v1), lE(v1, v2), lV (v2), . . . , lE(vn−1, vn), lV (vn))

in which node labels and (discretized) edge lengths occur
alternately. To compare such sps, standard methods from

sequence analysis can be used. A well-known approach
based on the Levenshtein distance [Levenshtein, 1966] and
dynamic programming has a runtimeO(lA · lB), wherelA
and lB is the length of spsA or B, respectively. When
using appropriate scoring parameters like 1 for a match and
0 for a mismatch and for introducing a gap, this approach
leads to a metric and therefore directly to a kernel.

To comply with the requirements of our application,
the original dynamic programming approach to sequence
alignment was modified as follows. First, recall that our
sps involve two types of “symbols”, namely node labels
and edge weights. To ensure that the former are not aligned
with the latter, which is obviously not reasonable, the cost
for an assignment of this type was set to negative infinity.
Second, note that long paths including many nodes repre-
sent more of the structure of a graph than paths of short
length. Therefore, we normalize each score (similarity be-
tween two shortest paths) by dividing it by the length of
the overall longest sps. This leads to an over-weighting of
longer sequences since longer sequences are more likely
to have higher scores than shorter sequences. In fact, we
again obtain a measure with values between 0 and 1, which
is used in (5) instead of (4).

In terms of runtime, the above extension of the shortest
path kernel is of course very expensive. Again, we have
to determine all shortest path, which can be done in time
O(M3). As explained above, the similarity between these
paths is then measured using dynamic programming. Since
the length of the sequences isO(M), and since there are
O(M2) sequences in both graphs, the total complexity for
the pairwise comparison of all sps isO(M3)+O(M2 ·M2 ·
M2) = O(M6).

3.3 Fingerprint Kernels
A very simple type of kernel, which has nevertheless been
applied successfully for learning on structured data such as
molecular structures [Fechneret al., 2006], is based on the
idea of mapping a structured object to a fingerprint vec-
tor of fixed length and comparing these vectors afterward.
Typically, each entry in this vector informs about the pres-
ence or absence of a specific substructure (pattern).

In our case, we consider as substructures all non-
isomorphic graphs of size 3. Assumingn distinct node and
k distinct edge labels, there exist

N(n, k) =
(

n

3

)
·k3+n(n−1) ·k ·

(
k + 1

2

)
+n ·

(
k + 2

3

)

substructures of this type, which can be verified by means
of a case distinction: (i) All three node labels are distinct:
There are

(
n
3

)
possibilities to choose 3 distinct labels from a

set ofn labels. Moreover, since edges are ordered uniquely
in this case, there existk3 possibilities for the edge labels.
(ii) Two node labels are equal and different from the third:
There aren(n − 1) possibilities to choose the two labels,
one for the identically labeled nodes and one for the other.
Assuming an arbitrary ordering on the nodes and edges,
an isomorphism can switch the equally labeled nodes so
that the ordering of two edges will change, too. To map
isomorphic graphs uniquely, we sort the edges, which leads
to onlyk·

(
k+1
2

)
possible edge combinations. (iii) All nodes

have identical label: An isomorphism can reorder all nodes
in this case. Therefore, to obtain a unique representation
of the possible graphs, all edges must be sorted according
to their label. Thus, there aren possible node labels and(
k+2
3

)
edge combinations.
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For a graphG, let

fG =
(
G ⊒ t1, G ⊒ t2, . . . , G ⊒ tN(n,k)

)
∈ {0, 1}N(n,k)

where{t1, . . . , tN(n,k)} is the set of all non-isomorphic
subgraphs of size 3, numbered in an arbitrary but fixed or-
der. The predicateG ⊒ ti tests whetherti is contained in
G and, by convention, returns 1 if it evaluates totrue and
0 otherwise. To compare two graphsG andG′ in terms
of their respective fingerprint vectorsfG andfG′ , different
kernels can be used. The simplest approach is to look for
the Hamming distance of the two vectors, which leads to

kFPH(G,G′) =
1

N(n, k)

N(n,k)∑

i=1

κδ([fG]i, [fG′ ]i) , (6)

where[fG]i denotes thei-th entry in the vectorfG, andκδ

is the Dirac kernel (i.e.,κδ(x, y) = 1 if x = y and= 0
if x 6= y). As a potential disadvantage of this approach,
note that it does not only reward the co-occurrence of a
substructure in both graphs, but also the simultaneous ab-
sence: If thei-th pattern neither occurs inG nor inG′, then
κδ([fG]i, [fG′ ]i) = κδ(0, 0) = 1, which may not be desir-
able. An alternative measure avoiding this problem is the
well-known Jaccard coefficient:

kFPJ(G,G′) =
∑N(n,k)

i=1 min([fG]i, [fG′ ]i)∑N(n,k)
i=1 max([fG]i, [fG′ ]i)

. (7)

Our current implementation of the fingerprint approach is
a naive one, in which testing the presence of a substruc-
ture in a graphG has complexityO(M3), with M = |V |
the number of nodes inG. Thus, the overall complexity
of computingk(G,G′) is O(N(n, k) · M3), with M =
max(|V |, |V ′|). However, we can utilize the fact that we
can abort the search for a substructure as soon as we have
found the first occurence.

3.4 Kernels based on Fuzzy Fingerprints
The discretization of edge weights needed for the previ-
ous approach can be criticized for several reasons. Some
of the disadvantages, notably the abrupt transition between
the presence and absence of a subgraph due to a very small
change of an edge length, can be avoided by means of a
fuzzydiscretization. A fuzzy partition of a domainX (in
our caseR+) is defined by a finite family of fuzzy sub-
setsF1, F2, . . . , Fk of X such that

∑k
i=1 Fi(x) > 0 for all

x ∈ X; typically, one even requires that
∑k

i=1 Fi(x) = 1
for all x ∈ X. Concretely, we shall use a fuzzy partition in
whichFi is defined by

Fi(x) = max{0, 1− |x− i|} .

Thus,Fi can be interpreted as the fuzzy subset of numbers
“approximately equal toi”.

A patternt is now a graph of size 3 whose nodes are
labeled as before, but whose edges are labeled with fuzzy
numbers of the formFi. A subgraphS of a graphG with
real-valued edge lengths can be isomorphic to a patternt
to a certain degree. Letai be the label of thei-th node in
S, andxij the length of the edge between nodei and node
j. Likewise, letbi be the label of thei-th node int, and
Fij the length of the edge between nodei and nodej. The
degree of isomorphism oft andS, denoted[t ∼ S], is then
given by

max
π∈S3

{
min{F12(y12), F13(y13), F23(y23)} if M(π)

0 otherwise

whereyij = xπ(i),π(j), S3 is the set of all permutation
{1, 2, 3} → {1, 2, 3}, andM(π) is true if

(a1 = bπ(1)) ∧ (a2 = bπ(2)) ∧ (a3 = bπ(3))

and false otherwise. Likewise, the degree to whicht is
present in the graphG is then given by

[G ⊒ t] = max
S

[t ∼ S] , (8)

where the maximum is taken over all subgraphs of size 3
in G. This value defines the entry for the patternt in the
(fuzzy) fingerprint vector[fG] of G.

In the non-fuzzy approach, the search for a patternt in
a graphG can be stopped as soon as the pattern has been
found. Here, this is no longer possible, since the maximum
(8) has to be determined. To accelerate the calculation of
this maximum, we make use of a canonical form describing
graphs of size 3. To this end, we distinguish three cases:

• All node labels are equal. In this case, the canonical
form is given by the node label followed by the edge
lengths in increasing order.

• Two nodes have an identical label. The canonical
form starts with the node label that appears once in
the graph followed by the label that appears twice, the
edge weight between the nodes with the same label,
and finally the remaining two edge weights in increas-
ing order.

• All nodes have different labels. The canonical form is
then defined by the three occurring labels, sorted in a
lexicographic order, the edge length between the first
and the second, the second and the third, and finally
the first and the third node.

All three cases are illustrated by an example in Fig. 3.4.
We denote the set of all canonical forms byΣ. The above

representation enables the definition of a bijective function
i : Σ → {1, . . . , N(n, k)} ⊂ N assigning a unique number
to each each form and, therefore, subgraph of size 3. Using
this mapping, the calculation of the fingerprint vector for a
graphG = (V,E) can be done in a more efficient way. In-
stead of counting, for each entryi in the fingerprint vector,
how often subgraphgi appears inG, we can enumerate all
subgraphs of size 3 inG. For each subgraphgi of G, we
perform the transformation to its canonical formσi (in time
O(1)), evaluate the functioni(σi) to determine the position
of gi in the fingerprint vector (in timeO(1)), and finally up-
date the entry at this position in the vector. Doing this for
all

(
M
3

)
= O(M3) subgraphs of size 3 leads to a runtime of

O(M3) in comparison toO(M3) ·N(n, k), whereN(n, k)
is usually a large number (in our case 36,729).

The fingerprint vectors eventually obtained are “fuzzy”
in the sense of having entries in the unit interval[0, 1] in-
stead of being either 0 or 1. From a machine learning point
of view, this is interesting as it may increase discrimina-
tory power. To compare the vectors, we again use the ap-
proach based on the Jaccard coefficient in (7), where we
substitute the logical operators by a t-norm and t-conorm,
respectively:

kFFP (G,G′) =
∑N(n,k)

i=1 ⊤([fG]i, [fG′ ]i)∑N(n,k)
i=1 ⊥([fG]i, [fG′ ]i)

.

For the experiments we used⊤(a, b) = min(a, b) and
⊥(a, b) = max(a, b).
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Figure 1: The three possible cases that can occur: all labelsidentical, two labels identical and all labels unique.

4 Experimental Evaluation
In our experiments, we compared the graph kernels dis-
cussed in the previous section, namely the random walk
kernel (RW) using (3) witha given by the maximum size
of the graphs in the data set (plus 1), the shortest path kernel
(SP) and its extended version based on sequence alignment
(SPSA), the fingerprint kernel based on (6) and (7), re-
spectively (FPH and FPJ), and the fuzzy fingerprint-kernel
(FFP). Moreover, to get an idea of their absolute perfor-
mance, we additionally included two state-of-the-art meth-
ods for comparing protein binding sites in terms of their
similarity. Both approaches are based on the concept of a
graph alignmentthat has been introduced in [Weskampet
al., 2007]. The first method (GA) is the original algorithm
proposed in the same paper, which is based on a heuris-
tic (greedy) optimization strategy. The second method
(GAVEO) makes use of evolutionary optimization tech-
niques to compute a graph alignment [Foberet al., 2009].
Both methods need a number of parameters, which we de-
fined as recommended in [Weskampet al., 2007]. For the
kernel methods, we set the parameterǫ (tolerance for edge
length comparison) to 0.2.

The assessment of a similarity measure for molecular
structures, such as protein binding sites, is clearly a non-
trivial problem. In particular, since the concept of similar-
ity by itself is rather vague and subjective, it is difficult to
evaluate corresponding measures in an objective way. To
circumvent this problem, we propose to evaluate similar-
ity measures in an indirect way, namely by means of their
performance in the context of nearest neighbor (NN) classi-
fication. The underlying idea is that, the better a similarity
measure is, the better he predictive performance we expect
from an NN classifier using this measure for determining
similar cases.

4.1 Data
We selected two classes of binding sites that bind to NADH
or ATP, respectively. This gives rise to a binary classifica-
tion problem: Given a protein binding site, predict whether
it binds NADH or ATP. More concretely, we compiled a set
of 355 protein binding pockets representing two classes of
proteins that share, respectively, ATP and NADH as a co-
factor. To this end, we used CavBase to retrieve all known
ATP and NADH binding pockets that were co-crystallized
with the respective ligand. Subsequently, we reduced the
set to one cavity per protein, thus representing the en-
zymes by a single binding pocket. As protein ligands adopt
different conformations due to their structural flexibility,
it is likely that the ligands in our data set are bound in
completely different conformations, hence the correspond-
ing binding pockets do not necessarily share much struc-
tural similarity. To ensure a minimum level of similar-

ity, we therefore utilized the ligand information available
for these binding pockets, as these structures where all co-
crystallized with the corresponding ligand. Using the Kab-
sch algorithm [Kabsch, 1976], we calculated the root mean
squared deviation (RMSD) between pairs of ligand struc-
tures and combined all proteins whose ligands yielded a
RMSD value below a threshold of 0.4, thus ensuring that
the ligands are roughly oriented in the same way. This
value was chosen as a trade-off between data set size and
similarity. Eventually, we thus obtained a two-class data
set comprising 214 NADH-binding proteins and 141 ATP-
binding proteins.

4.2 Results
The performance of the different methods, using an SVM
(LIBSVM implementation) and a simple k-nearest neigh-
bor classifier (k = 1, 3, 5, 7, 9) for prediction, is summa-
rized in Table 1. Since all methods obviously fulfill the
kernel properties with the exception of GA and GAVEO,
these methods can be used as precomputed kernel functions
for the LIBSVM package.

Table 2 shows the average time complexity of the meth-
ods, namely the time needed for a single pairwise com-
parison of two structures. These numbers have been de-
termined by averaging over 1000 comparisons with ran-
domly chosen structures. FFPindex gives the runtime of
the fuzzy-fingerprint kernel that uses the index-function de-
scribed above. Note the significant improvement regarding
runtime in comparison to the fuzzy-fingerprint kernel with-
out the index function.

5 Discussion and Conclusion
The results convey are relatively clear picture: The finger-
print kernels perform best, the random walk and shortest
path kernel worst, and the graph alignment methods are
in-between. The overall best results are achieved by the
Jaccard-variant of the fuzzy fingerprint kernel. In terms of
efficiency, the fingerprint kernels are superior, too. Thus,
this type of kernel is clearly of high interest in the context
of comparing protein binding sites.

The poor performance of the random walk and shortest
path kernels is a bit astonishing at first sight. Our extension
of the shortest path kernel based on sequence comparison
yield some improvement when using SVM as a classifier,
though it is still not competitive with the fingerprint ker-
nels. The failing of these types of kernel can possibly be
attributed to their characteristics as R-convolution kernels.
In general, the ‘all-against-all’ comparison of substructures
performed by kernels of this type appears to be problem-
atic for large graphs or, more generally, for diverse objects
consisting of many substructures. It leads to a kind of av-
eraging effect, and indeed, we observed that the entries in
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Table 1: Classification rates of an SVM and a k-nearest-neighbor classifier in a leave-one-out cross validation using differ-
ent values ofk and different similarity measures: random walk kernel (RW),shortest path kernel (SP), shortest path kernel
based on sequence alignment (SPSA), fingerprint kernel (FPH, FPJ), fuzzy fingerprint kernel (FFP), and graph alignment
(GA, GAVEO).

method RW SP SPSA FPH FPJ FFP GA GAVEO
SVM 0.606 0.625 0.707 0.916 0.907 0.916 —– —–
k = 1 0.597 0.606 0.620 0.828 0.842 0.879 0.766 0.789
k = 3 0.597 0.628 0.546 0.839 0.882 0.887 0.718 0.766
k = 5 0.597 0.634 0.552 0.839 0.873 0.887 0.724 0.780
k = 7 0.608 0.625 0.566 0.819 0.859 0.854 0.718 0.786
k = 9 0.608 0.634 0.597 0.814 0.836 0.839 0.713 0.766

Table 2: Average runtime and standard deviation (in seconds) of the different methods for a single pairwise comparison.
method RW SP SPSA FP
runtime 65.51± 89.07 9.75± 97.77 574.43± 4089.70 2.05± 3.66

method FFP FFPindex GA GAVEO
runtime 53.99± 121.01 17.90± 66.34 121.74± 418.02 > 5 min

our kernel matrix are all very similar. Moreover, in the ran-
dom walk kernel, nodes and edges can appear more than
once in a random walk, a problem known astottering. This
problem becomes especially severe in the presence of many
cycles within a graph, a property which, as mentioned ear-
lier, our graph descriptors of protein binding sites will in-
evitably exhibit. The shortest path kernel avoids tottering
but has another problem known ashalting: As it only looks
at shortest paths, it tends to be dominated by a large num-
ber of paths with very few nodes. As we consider graphs
representing geometric constraints within a binding pocket,
this is likely to result in a loss of information.

The strong performance of the fingerprint kernel sug-
gests to elaborate on this approach in more detail. In fact,
the approach presented in this paper is rather simple and
can be extended in different ways. First, substructures other
than subgraphs of size 3 might be considered, even though
our experience so far has shown that this class of patterns
is able to capture considerable information while still being
manageable in terms of complexity. Second, the fingerprint
vectors could be constructed (and compared) in a more so-
phisticated way. For example, instead of just indicating the
presence or absence of a pattern, one may count its num-
ber of occurrences and then apply similarity measures for
frequency vectors.
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Abstract
Relation extraction from texts is a research topic
since the message understanding conferences.
Most investigations dealt with English texts.
However, the heuristics found for these do not
perform well when applied to a language with
free word order, as is, e.g., German. In this
paper, we present a German annotated corpus
for relation extraction. We have implemented
the state of the art methods of relation extrac-
tion using kernel methods and evaluate them on
this corpus. The poor results led to a feature set
which focusses on all words of the sentence and
a tree kernel which includes words, in addition
to the syntactic structure. The relation extrac-
tion is applied to monitoring a graph of economic
company-directors network.

1 Introduction
Social networks have raised scientific attention, the goals
ranging from enhancing recommender systems [Debnath
et al., 2008; Palau et al., 2004; Domingos and Richardson,
2001] to gaining scientific insights [Golder et al., 2007;
Zhou et al., 2007a]. Where the taggings, mailings, co-
authorship, or citations in communities have well been in-
vestigated, the economic relationships between companies
and their networking have less been studied.

Today’s search engines are not prepared to answer ques-
tions like “show me all companies that have merged with
Volkswagen”. In order to get that information anyway, it
would be necessary to do an extensive search and consider
several sources. This is time consuming and tedious. This
is why question answering approaches require automatic
relation extraction.

Moreover, it is important to represent the extracted infor-
mation in a compact and easy to access manner. Especially
concerning relation extraction, the extracted entities and
relations can be represented using an (un-)directed graph.

In this paper, we present an approach to monitoring eco-
nomic information in the world wide web using a graph-
based representation. We will show that it is possible to ex-
tract additional information using relation extraction tech-
niques, which have not yet successfully been used on Ger-
man texts, because German language features problems,
which other languages – especially English – do not face.
A comparison of our feature set and enhanced tree kernel
with state of the art methods illustrates the importance of a
balanced use of semantic and syntactic information. First,
we describe the state of the art in relation extraction using

S

NP

CNPADV PIDAT NN

Die beiden Stromkonzerne

RWE

NE

und

KON

VEW

NE

VMFIN

wollen

VP

VVINF

fusionieren

Figure 1: A parse tree for a German sentence containing a
merger-relation.

kernel methods, then we present our application, before we
introduce or enhancement of the method and the experi-
mental results.

2 Kernel Methods for Relation Extraction
The ACE RDC task [Lin, 2004] defines a relation as a valid
combination of two entities that are mentioned in the same
sentence and have a connection to each other. Relations
may be symmetric or asymmetric. The schema of i rela-
tions in a sentence s is defined as follows:

Definition 1 Relation candidates in a sentence:

Ri(Sentence s) := 〈Typem ∈ relationtypes,
(Argument1, Argument2)〉

where m is one relationtype of all the possi-
ble relationtypes, (Argument1 6= Argument2)
∈ entitiess and entitiess is the set of entities contained
in the current sentence.

Structured information of a sentence e.g. is the syntactic
parse tree (an example can be seen in Figure 1), where each
node follows a grammar production rule.

By splitting up a tree in subtrees (see Figure 2) it is pos-
sible to calculate the similarity of two trees by counting
their common subtrees. The set of subtrees of a parse tree
consists of every substructure that can be built by applying
the grammatical rule set of the original tree.

2.1 Linear Kernels
First experiments on relation extraction have been done by
just using feature-based methods. That made it necessary
to manually create a large set of ’flat’ features describing
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Figure 2: Some subtrees of a tree

the relation and comparing the similarities of these feature-
vectors in order to find the best discriminating classifica-
tion function. The most efficient way to compare feature-
vectors is based on kernel functions which can be embed-
ded in various machine-learning algorithms like support
vector machines or clustering methods. A linear kernel on
feature-vectors, x and z, is defined as their inner product:

Definition 2 A linear kernel:

K(x, z) =
∑

n

φn(x)φn(z) (1)

where φn(x) is the n-th feature of x.

2.2 Convolution Kernels
Converting syntactic structures into feature-vectors is te-
dious [Zhao and Grishman, 2005] [Zhou et al., 2005]. This
overhead is avoided when using a kernel function, which
operates on any discrete structure [Haussler, 1999]. Be-
cause of the formulation as a kernel, the calculation of
the inner product requires the enumeration of substructures
only implicitly.

Definition 3 Let x ∈ X be a composite structure and
~x = x1, . . . , xp are its parts, where each xi ∈ Xi for
i = 1, . . . , p and all Xi are countable sets. The relation
R(~x, x) is true, iff x1, . . . , xp are all parts of x. As a spe-
cial case, X being the set of all p-degree ordered, rooted
trees and X1 = · · · = Xp = X , the relation R can be used
iteratively to define more complex structures in X .

Given x, z ∈ X and ~x = x1, . . . , xp, ~z = z1, . . . , zp

and a kernelKi forXi measuring the similarityKi(xi, zi),
then the similarity K(x, z) is defined as the following gen-
eralized convolution

K(x, z) =
∑

{~x|R(~x,x)}

∑

{~z|R(~z,z)}

p∏

i=1

Ki(xi, zi) (2)

[Haussler, 1999]p.5f

Convolution kernels characterize the similarity of parse
trees by the similarity of their subtrees [Collins and Duffy,
2001]. Within the kernel calculation, all subtrees of the
trees are compared. They are (implicitly) represented as a
vector:

Φ(T ) = (subtree1(T ), . . . , subtreem(T )) (3)

where subtreei means the number of occurrences of the
i-th subtree in T . The number of common subtrees is
summed up. The worst case runtime is O(|N1| × |N2|),
being Nt the set of nodes of a tree Tt.

Definition 4 The tree kernel computes a scalar product:

K(T1, T2) = 〈h(T1),h(T2)〉 (4)

hi(T1) =
∑

n1∈N1

Ii(n1) (5)

where the indicator function Ii is defined for the nodes n1

in N1 of T1 and n2 in N2 for T2 as 1, iff the i−th subtree
is rooted in node n, otherwise Ii is defined as 0. Hence,

K(T1, T2) =
∑

n1∈N1

∑

n2∈N2

∑

i

Ii(n1)Ii(n2) (6)

=
∑

n1∈N1

∑

n2∈N2

∆(n1, n2) (7)

The calculation of ∆ is done recursively by following
three simple rules:

• If the grammar production rules of n1 and n2 are dif-
ferent: ∆(n1, n2) = 0
• If the production rules in n1 and n2 are equal and
n1 and n2 are pre-terminals (last node before a leaf):
∆(n1, n2) = λ

• If the production rules in n1 are n2 equal and n1 and
n2 are non pre-terminals:

∆(n1, n2) = λ

nc(n1)∏

j=1

(1 + ∆(ch(n1, j), ch(n2, j)))

(8)

nc(n1) = number of children of node n1

ch(n1, i) = ith child of node n1

λ = parameter to downweight the contri-
bution of large tree fragments exponentially
with their size.

[Moschitti, 2006] designed an algorithm for the above cal-
culation that has linear runtime on average due to a clever
preprocessing step. Nodes that don’t need to be considered
by the kernel are filtered out by sorting and comparing the
production rules of both trees in advance ( “Fast Tree Ker-
nel” FTK).

[Zhou et al., 2007b] extended the FTK kernel to become
context sensitive by looking back at the path above the an-
cestors of the root node of each subtree. The left side of the
production rule is taking into account m− 1 steps towards
the root. The kernel calculation itself sums up the calcula-
tions for each set of production rules created for 1 . . .m. In
the special case m = 1 the kernel result is the same as with
the non context-sensitive kernel.

KC(T1, T2) =
m∑

i=1

∑

ni
1[1]∈N1

i [1],ni
1[2]∈N1

i [2]

∆(ni
1[1], ni

1[2]) (9)

• m the number of ancestor nodes to consider.

• ni
1[j] is a node of tree j with a production rule over
i ancestors. n1[j] is the root node of the context free
subtree, the ancestor node of nk[j] is nk+1[j].
• N i

1[j] is the set of all nodes with their production rules
over i ancestor.
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m=3
NP CNP NE -> RWE

m=2
CNP NE -> RWE

m=1
NE -> RWE
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RWE

NE
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NE

Figure 3: Production rules of subtree root node (NE) for
different m values

2.3 Composite Kernels
[Zhang et al., 2006] showed that better results can be
achieved with a combination of linear and tree kernels.
[Haussler, 1999] showed that the class of kernels is closed
under product and addition. This implies that combining
two kernels is possible and results in a new kernel which is
called a composite kernel, defined as follows:

K(x, z) = K1(x, z) ◦K2(x, z) (10)

In the case of relation extraction the composite kernel com-
bines a linear and a convolution tree kernel. [Zhang et al.,
2006] propose a linear combination (11) and a polynomial
expansion (12).

K(x, z) = α · K̂L(x, z) + (1− α) · K̂T (x, z) (11)

K(x, z) = α · K̂P
L (x, z) + (1− α) · K̂T (x, z) (12)

where x and z are relation candidates that consist of flat
features and structured information, each kernel is given
the right input for its kind. KP

L (x, z) is the polynomial ex-
pansion of KL(x, z) with degree d = 2 i.e. KP

L (x, z) =
(KL(x, z) + 1)2. By setting the α value the influence of
each kernel type can be adjusted. Both kernels are normal-
ized in kernel space before the combination:

K ′(T1, T2) =
K(T1, T2)√

K(T1, T2)K(T1, T2)
(13)

2.4 State-of-the-art composite kernels for
Relation Extraction

In addition to just using the composite kernel on the full
parse tree of a sentence, [Zhang et al., 2006] examined
several ways of pruning the parse tree in order to get dif-
ferently shaped subtrees on which the treekernel performs
as well or better as on the full tree. They showed that the
shortest path-enclosed tree (SPT) which is the minimal sub-
tree containing the two entities of a relation candidate per-
forms best for the ACE 2003 RDC corpus.

But [Zhou et al., 2007b] showed that the ACE corpus
contains relations for which the SPT is not sufficient. These
relations are indicated by their related verb. Figure 1 shows
a relation of our corpus which is indicated by its related
verb, too. But in contrast to the ACE corpus which just
contains a few relations of this type, our corpus has many.
The type of relation and the specialty of the German lan-
guage are responsible for this fact.

The strict and binary decisions of the tree kernel are the
main disadvantage of this method. [Zhou et al., 2007b]

tried to overcome this problem by embedding syntactic
features into the parse tree directly above the leaf-nodes.
Moreover, syntactic structure is already covered by the tree
kernel, adding it in terms of features does not help gen-
eralization. [Zhang et al., 2007] generalized the produc-
tion rules of the parse tree in order to achieve better perfor-
mance. The strict decisions of a convolution tree kernel (re-
mind Section 2.2) make the kernel returning ’unequal’ con-
fronted with two production rules “NP → Det Adj N”
and “NP → Det N” although they might contain sim-
ilar terminals (“NP → a red car” and “NP → a car”).
To avoid such behavior they proposed inserting of optional
nodes into production rules to generalize them. Addition-
ally similar part of speech tags in the parse tree can be pro-
cessed in an equal way – multiplied with a penalty term.

This is a step into the right direction. However, only
syntactic variance is handled. Since words carry most of
the semantic information, moving them into the tree kernel
could well help to generalize in a more semantic way.

Related kernels for Relation Extraction
There are several related approaches for relation extraction
differing from the ones already presented. [Vishwanathan
and Smola, 2002] presented a general kernel function for
trees and its subtrees. [Zelenko et al., 2003] used a ker-
nel function on shallow parse trees. Bunescu and Mooney
used a kernel function on the shortest path between two en-
tities in a dependency tree [Buncescu and Mooney, 2005].
Additionally they used the context of entities for relation
extraction [Bunescu and Mooney, 2006].

3 Monitoring the merger event in an
economic network

The enhancement of the state of the art in relation ex-
traction which is described in Section 4 became necessary
when we developed the economic network based on Ger-
man sources. We did not want to manually build and update
its database. Extracting relations from documents directly
allows to automatically accomplish the data about compa-
nies and their board members with relationships between
them. Hence, the network can be monitored and is always
up-to-date.

3.1 Building-up the economic network
Building up the economic network starts with extracting
companies and their board of directors. The extraction of
the named entities “company” and “board member” is quite
simple, because there exist several web archives of com-
panies which are semi-structured. Hence, companies and
their representatives can easily be extracted using simple
regular expressions. The initial stock of data is stored in an
SQL database. It consists of about 2,000 different big com-
panies from throughout the world. Basic information in-
cludes only address and industry but most entries provide a
lot more details about members of the board of directorate,
share ownership, shareholding and some key performance
indicators. Many of these companies (here: 1,354) are con-
nected to one other company at least, by sharing a member
of the directorate. The best connected company even has 37
different outgoing directorate connections. These numbers
support the assumption, that the graph built from these rela-
tions can reveal significant structures in the business world.

From the SQL data base, a network G = (V,E) is built
containing entities (v ∈ V ) and relations (e ∈ E) between
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Figure 4: Selecting Volkswagen AG (VW) from all compa-
nies, the involved responsible persons are displayed.

Figure 5: Two directors of the board of VW are directors of
Porsche, as well. The merger-relation holds between VW
and Porsche (indicated by a blue line between the compa-
nies).

entities. Its visualization is performed using the JUNG-
Framework [O’Madadhain et al., 2003]. The human-
computer interface allows users to select a company and
move to the involved persons, from which the user may
move to all the companies in which they play a role – thus
browsing through the basic social network graph of econ-
omy. Figure 4 shows an example. Since the archives do
not change their structure whenever the content changes,
the database is easily updated.

3.2 Extracting the merger-relation from web
documents

For monitoring the web of economy, the merger-relation is
most interesting. A company merger-relation is defined as
a symmetric relation between two different companies be-
coming one. The relation extraction is restricted to those
companies expressed within one sentence. Exemplary Ger-
man sentences containing a (negative or positive) merger-
relation are:
• Porsche hat die Pläne einer Übernahme von VW

aufgegeben. (negative – Porsche abandoned the plans
to take over VW.)
• Auch ein Zusammenschluss von Commerzbank und

Dresdner Bank – die heute zur Münchener Allianz
gehört – scheiterte. (negative – A fusion of Com-
merzbank and Dresdner Bank – belonging to the
Münchener Allianz – failed.)
• Wie Air Berlin jetzt mitteilte, übernimmt der Bil-

ligflieger den Konkurrenten dba. (positive – The low-
cost carrier is taking over dba, as Air Berlin informed.)

To get a preselection of relevant documents the web is
crawled for information about the 30 DAX indexed Ger-
man companies. Given a list of known company names,
the texts of the resulting websites are tagged in the IOB-
scheme indicating “company”-entities. Only those sen-
tences containing at least two company entities are selected
for further processing. It is then the task of relation ex-
traction to identify the true merger-relations between two
companies. Of course, simple co-occurrence is not suffi-
cient for this task. Note, that a sentence with three com-
pany names can include none, one, or two merger-relations.
Hence, we applied our method described in Section 4. De-
tails on the experiments are given in Section 5. Figure 5
shows an example of a found merger-relation.

4 Relation extraction with an enhanced
composite kernel

We have implemented the state-of-the-art kernel method
in Java, extending the kernel functions of SVMlight

[Joachims, 1989]. We also have developed an informa-
tion extraction plug-in [Jungermann, 2009] for RapidMiner
(formerly Yale) [Mierswa et al., 2006] including the com-
posite kernel and all necessary preprocessing. When hand-
ing over the examples to the kernel functions, an example
is split into the features for the linear kernel and into the
tree for the tree kernel. When passing the tree to the kernel
function, it may be pruned and enriched by new features.

We changed two aspects concerning the state-of-the-art
composite kernels used for relation extraction:
• First, we widened the featureset used for the linear

kernel.
• Second, we added semantic information to the tree

kernel.

KDML

40



S

NE

VW

VVFIN

übernehmen

S

NE

VW

VVFIN

übernimmt

S

NE

VW

VVFIN

übernehmen

übernimmt

S

VVFIN

übernehmen

übernimmt

NE

VW

1) 3) 4)

2)

Figure 6: Word stems at different depth-levels in the parse
tree

Features which contain words or word-parts of special
positions in the sentence related to the entity’s position
showed to be useful for named entity recognition. How-
ever, for relation extraction, the position is no longer deci-
sive. The information about the relation is spread all over
the sentences, shows up at very different places, and can,
hence, not be generalized. The clue verb fusionieren, for in-
stance, may occur at various positions of the word sequence
(see Figure 1). Especially for distinguishing between posi-
tive and negative relation candidates, the contextual infor-
mation is not restricted to the words between the entities or
to some words in front or behind the entities, as assumed
by the feature set in [Zhou et al., 2005]). In order to capture
the influence of words that can act as an indicator for a re-
lation we extract the word vector (containing just the word
stems) of the complete sentence and add it to the linear fea-
tures. In a separate experiment setting we use the features
presented by [Zhou et al., 2005], for comparison.

The second of our enhancements concerns the tree ker-
nel. Figure 1 shows a parse tree of our corpus containing
two entities (underlined solid) and the merger-indicating
verbs (underlined dashed). It is easy to see that well-known
subtrees for better relation extraction like shortest path-
enclosing trees (SPT) will not work well in this context.
But using the whole and unaltered parse tree will not work
as well. The reason is, if a sentence contains positive and
negative relation candidates the identical parse tree would
be used for both relation candidate-types.

Using the context-sensitive parse tree of [Zhou et al.,
2007b] is promising. But this approach needs well-trained
parsers which are still not available in an appropriate ver-
sion for the German language. We therefore generalized
the parse tree by adding syntactical information directly
into the tree. First of all we marked the entities of the cur-
rent relation candidate in the corresponding parse tree. In
addition, we added semantic information into the parse tree
by introducing extra nodes containing the word stems of the
sentence at different depths.

Figure 6 shows four different types of parse trees used in
our experimental settings. The first one (1)) is the original
parse tree. In parse tree 2) we have replaced all terminals
by their stems. Parse tree 3) is the tree after inserting the
stem at depth 0. The depth is the depth of the stem in rela-
tion to the depth of the pre-terminal symbol. 4) is the tree
after inserting the stem at depth 1. The word ’VW’ has no
stem, so nothing is inserted.

5 Experiments
Our companies corpus consists of 1,698 sentences contain-
ing 3,602 relation candidates. 2,930 of these relation can-
didates are negative ones (being no merger-relation), and
672 relation candidates are true merger-relations. Only 98
of these 1,689 sentences contain multiple relation candi-
dates with different labels. Compared to other relation ex-
traction datasets this distribution is very skewed and leads
to the behavior described in the following Section. The
ACE04 corpus for instance contains 2,981 sentences out of
which 1,654 sentences contain at least a true relation and a
negative candidate.

We produced several training sets with different attribute
sets to compare our enhancements with the state-of-the-art
composite kernel methods for relation extraction. All the
training sets consist of all relation candidates, i.e., pairs of
entities found in one sentence. Each example consists of a
relation label, e.g. merger or nomerger, the syntactic tree
of the sentence in which the arguments occur, and several
features which are now described in detail.

The baseline-featureset contains the word-features pro-
posed by [Zhou et al., 2005]. These features are mainly
based on words of the relation candidate entities or words
nearby in the sentence. For its use by the tree kernel, the
feature set also contains the parse tree of the sentence the
relation candidate is extracted from.

The word-vector-featureset contains just the word-vector
of the sentence from which the relation candidate is ex-
tracted, and the parse tree.

The big-word-vector-featureset contains just the word-
vector, the parse tree and the baseline-featureset.

The stem-x-tree-featuresets are equal to the word-vector-
featureset but the parse tree contains the word stems in-
serted at depth-level x or as a replacement of the original
terminal symbol.

The parse tree is given by running the Stanford parser
[Klein and Manning, 2002] trained on the NEGRA corpus
[Skut et al., 1997]. We applied 10-fold cross validation
using the composite kernel with a parameter setting of C =
2.4, m = 3 and α = 0.6 (see Section 2.2).

Performance
Table 1 shows the performance of the state of the art
method and the two versions of our new method. Table 2
shows the standard deviation of the performance measures
in 10-fold cross validation.

Table 1: Performance of relation extraction on the compa-
nies corpus using 10-fold cross validation.

Featureset Precision Recall F-meas.
baseline 33.47% 52.27% 38.64%

word-vector 36.41% 69.93% 45.45%
big-word-vector 36.83% 74.86% 48.73%

stem-replace-tree 31.46% 76.03% 44.08%
stem-0-tree 37.94% 47.90% 41.79%
stem-1-tree 44.33% 53.42% 47.51%
stem-2-tree 36.28% 62.91% 45.64%

As can be seen, recall increases significantly using word
vectors in the linear kernel and word stems in the tree kernel
while at the same time the deviation decreases. Precision is
best when semantic information in the tree is used at level
1. The best F-measure achieved by the big-word-vector
is to be explained by the very few sentences containing a
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Table 2: Standard deviation of the performance of relation
extraction

Precision Recall F-meas.
baseline 3.88% 21.99% 8.88%

word-vector 12.16% 11.64% 5.12%
big-word-vector 5.15% 9.55% 3.12%

stem-replace-tree 4.63% 8.99% 4.32%
stem-0-tree 6.29% 14.55% 9.07%
stem-1-tree 7.58% 9.89% 4.40%
stem-2-tree 3.95% 10.89% 4.62%

positive and a negative candidate of a relation. If sentences
include either a positive or a negative example of a relation,
the relation extraction is downgraded to sentence classifi-
cation, where word vectors are a well suited representation.
Hence, for relation extraction, the enhanced trees remain
important.

6 Conclusions and Future Work
We proposed an economic network that is built up extract-
ing semi-structured websites containing financial stock in-
formation.

The network – consisting of entities and relations be-
tween them – should be kept up to date automatically.
Therefore we presented an enhancement to state-of-the-art
relation extraction methods. Our enhancements take into
account the problems German language faces in contrast to
the well-examined English language.

To evaluate our method we extracted a German docu-
ment corpus of the economic domain. We tagged all the
firms in our corpus and extracted all possible relation can-
didates. We tested state-of-the-art relation extraction meth-
ods on our relation extraction corpus and compared the re-
sults with the results achieved by our enhancements.

Our enhanced composite kernel method achieves signif-
icantly better performance compared to the baseline. Al-
though using just the linear kernel performs best, the usage
of the composite kernel will be needed if the relations be-
come more frequent and the number of relation-types be-
comes bigger.

Future work will implement better measures for the eval-
uation, so that sentence classification effects in relation ex-
traction can properly be detected. Our approach should
be evaluated on English benchmark datasets. Additionally
our approach to add semantic information in the parse trees
could be replaced by using dependency trees. But unfortu-
natelly the used library (stanford parser) just offers trained
dependency parsers for English and Chinese. Using depen-
dency trees therefore might be tested on English datasets.
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Abstract

The challenge to provide tag recommendations
for collaborative tagging systems has attracted
quite some attention of researchers lately. How-
ever, most research focused on evaluation and
development of appropriate methods rather than
tackling the practical challenges of how to inte-
grate recommendation methods into real tagging
systems, record and evaluate their performance.
In this paper we describe the tag recommen-
dation framework we developed for our social
bookmark and publication sharing system Bib-
Sonomy. With the intention to develop, test, and
evaluate recommendation algorithms and sup-
porting cooperation with researchers, we de-
signed the framework to be easily extensible,
open for a variety of methods, and usable inde-
pendent from BibSonomy. Furthermore, this pa-
per presents an evaluation of two exemplarily de-
ployed recommendation methods, demonstrating
the power of the framework.

1 Introduction
Collaborative tagging systems are web based systems that
allow users to assign keywords – so called tags – to arbi-
trary resources. Tags are used for navigation, finding re-
sources and serendipitous browsing and thus provide an
immediate benefit for users. These systems usually in-
clude tag recommendation mechanisms easing the process
of finding good tags for a resource. Delicious,1 for in-
stance, had a tag recommender in June 2005 at the latest,2
BibSonomy3 since 2006. Typically, such a recommender
suggests tags to the user when she is annotating a resource.
Recommending tags can serve various purposes, such as:
increasing the chances of getting a resource annotated, re-
minding a user what a resource is about and consolidating
the vocabulary across the users. Furthermore, as Sood et
al. [Sood et al., 2007] point out, tag recommendations “fun-
damentally change the tagging process from generation to
recognition” which requires less cognitive effort and time.

Our contributions with this paper are: (i) presenting and
evaluating a tag recommendation framework deployed in

1http://delicious.com/
2http://www.socio-kybernetics.net/

saurierduval/archive/2005_06_01_archive.
html

3http://www.bibsonomy.org/

BibSonomy, an open collaborative tagging system, (ii) pro-
viding researchers a testbed to test and evaluate their meth-
ods in a live system, and (iii) showing first results which
indicate the power of the framework to improve recommen-
dation performance by clever selection strategies.

This paper is structured as follows: In Section 2 we intro-
duce BibSonomy and motivate the task of tag recommen-
dations; in Section 3 we review related work in the field and
continue in Sec. 4 to explain the details of our tag recom-
mendation framework. Then we elaborate on the evalua-
tion methods (cf. Sec. 5) we have used to gather the results
presented in Section 6. The paper closes with a conclusion
and ideas for future work.

2 Application
In this section we briefly introduce BibSonomy, the collab-
orative tagging system used to deploy our framework, de-
fine what a folksonomy is and how we can express some of
its properties, and describe the tag recommendation task.

2.1 BibSonomy
As foundation and testbed for our framework we use the
social bookmark and publication sharing system BibSon-
omy [Hotho et al., 2006a] which is run by us. BibSon-
omy started as a students project in spring 2005 and since
then has evolved into a system with more than 1,500 active
users. The goal was to implement a system for organizing
BIBTEX entries in a way similar to bookmarks in Delicious
– which was at that time becoming more and more popular.
After integrating bookmarks as a second type of resource
into the system and upon the progress made, BibSonomy
was opened for public access at the end of 2005 – first an-
nounced to colleagues only, later in 2006 to the public.

Users of BibSonomy can organize their bookmarks
(URLs, favourites) and publication references by annotat-
ing them with tags. Plenty of features support them in their
work: groups, tag editors, relations, various import and
export options, etc. In particular, a REST-like [Fielding,
2000] API4 eases programmatic interaction with BibSon-
omy and is the cornerstone of external cooperation with
the presented tag recommendation framework. Technically,
BibSonomy is based on several Java modules5 which are
merged in a Java Servlet/ServerPages based web applica-
tion with an SQL database as backend.

4http://www.bibsonomy.org/help/doc/api.
html

5Some of them are freely available at http://dev.
bibsonomy.org/.
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Figure 1: BibSonomy’s recommendation interface on the
bookmark posting page. The ‘tags’ box contains a text in-
put field where the user can enter the (space separated) tags,
tags suggested for autocompletion, the tags from the rec-
ommender (bold), and the tags from the post the user just
copies.

2.2 Folksonomy
A folksonomy is the datastructure underlying most collabo-
rative tagging systems. It describes the assignment of tags
by users to resources. Formally, a folksonomy is a tuple
F := (U, T,R, Y ) where U , T , andR are finite sets, whose
elements are called users, tags and resources, resp., and Y
is a ternary relation between them, i. e., Y ⊆ U × T × R,
whose elements are called tag assignments (tas for short).6

Users are typically described by their user ID, and tags
may be arbitrary strings. What is considered a resource de-
pends on the type of system. For instance, in Delicious, the
resources are URLs, in BibSonomy URLs or publication
references, and in Last.fm, the resources are artists.

Building upon this model we can easily express cer-
tain properties of folksonomies, e. g., the number of tas
of a given user u: |Y ∩ {u} × T × R|, or the num-
ber of users which have tagged resource r with tag t:
|Y ∩ U × {t} × {r}|. To simplify matters, we define the
set of all tags user u attached to resource r as Tur := {t ∈
T | (u, t, r) ∈ Y }. Then a post is defined as (u, Tur, r).

2.3 Tag Recommendations
Currently, tag recommendations in BibSonomy appear in
two situations: when the user edits a bookmark or publica-
tion post. Since the part of the user interface showing rec-
ommendations is very similar for both the bookmark post-
ing and the publication posting page, we show in Figure 1
the relevant part of the ‘postBookmark’7 page only.

Below the fields for entering URL, title, and a descrip-
tion (which are typically automatically filled), the ‘tags’
box keeps together the tagging information. There, the user
can manually enter the tags to describe the resource. Dur-
ing typing the user is assisted by a JavaScript autocomple-
tion which selects tags among the recommended tags and
all of the user’s previously used tags whose prefix matches
the already entered letters. The suggested tags are shown
directly below the tag input box (in the screenshot recom-
mender, recognition, and recht). Further down there are
in bold letters the five recommended tags ordered by their
score from left to right. Thus, the recommender in action
regarded conference to be the most appropriate tag for this

6In the original definition [Hotho et al., 2006b], we introduced
additionally a subtag/supertag relation, which we omit here.

7Logged in users can access this page at http://www.
bibsonomy.org/postBookmark.

resource and user. To the very right of the recommendation
is a small icon depicting the reload button. It allows the
user to request a new tag recommendation if he is unsat-
isfied with the one shown or wants to request further tags.
We investigate the usage of this button in Sec. 6.2.

Besides triggering autocompletion with the tabulator key
during typing, users can also click on tags with their mouse.
They are then added to the input box. When the user copies
a resource from another user’s post, the tags the other user
used to annotate the resource are shown below the recom-
mended tags (‘tags of copied item’). They are also regarded
for autocompletion.

More formally, the tag recommendation task is: Given a
resource r and a user uwho wants to annotate r, the recom-
mender shall return a set of recommended tags T (u, r) :=
{t1, . . . , tk} together with a scoring function f : T (u, r)→
[0, 1] which assigns to each tag a score.8 The value of k is
fixed to 5 throughout this paper.

3 Related Work
Although having a different recommendation target (re-
sources rather than tags), the REFEREE framework de-
scribed by Cosley et al. [Cosley et al., 2002] is most
closely related to our work. It provided recommendations
for the CiteSeer (formerly ResearchIndex) digital library.
REFEREE recommends scientific articles to users of Re-
searchIndex while they search and browse. An open archi-
tecture allows researchers to integrate their methods into
REFEREE. Besides the different recommendation target,
the focus of the work is more on the evaluation of several
different strategies than on the details of the framework.

A powerful, open, and well documented framework for
recommendations is the Duine Framework9 developed by
Novay. It is based on work by van Setten [van Setten,
2005] and has a focus on explicit user ratings and non re-
occuring items, e. g., like in a movie recommendation sce-
nario where one does not recommend movies the user has
already seen. This is in contrast to tag recommendations,
where re-occuring tags are a crucial requirement of the sys-
tem. Similar to what we present in Section 4.2 the frame-
work implements various hybrid recommenders. They
have been studied extensively – for a survey see [Burke,
2002].

Another recommendation framework is the AURA
project’s ‘TasteKeeper’ [Green and Alexander, ] from Sun
Microsystems. Despite having not been described in the
literature, it has a strong focus on collaborative filtering al-
gorithms.

The topic of tag recommendations in social bookmark-
ing systems has attracted quite a lot of attention in the
last years. Most related work describes recommendation
approaches which could be used within our framework.
The existent approaches usually lay in the collaborative
filtering and information retrieval areas [Mishne, 2006;
Byde et al., 2007; Sood et al., 2007]. Xu et al. [Xu et
al., 2006] identify properties of good tag recommenda-
tions like high coverage of multiple facets, high popular-
ity, or least-effort and introduce a collaborative tag sug-
gestion approach. A goodness measure for tags, derived

8Although, of course, f also depends on u and r, we will omit
those two variables to simplify notation. Since f always appears
together with T (u, r), it should be clear from context, which f is
meant.

9http://duineframework.org/
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from collective user authorities, is iteratively adjusted by a
reward-penalty algorithm. Further examples include Basile
et al. [Basile et al., 2007], suggesting an architecture of
an intelligent tag recommender system, and Vojnovic et
al. [Vojnovic et al., 2007], trying to imitate the learning
of the true popularity ranking of tags for a given resource
during the assignment of tags by users.

Heymann et al. [Heymann et al., 2008] model the tag
prediction task as a binary classification problem for each
tag with the web pages being the objects to classify. Be-
sides the content of web pages, they also incorporate the
anchor texts of links pointing to the page and host names
of in-/outlinks as features for a support vector machine
(SVM). They try to answer questions like “What precision
can we get with low recall?”, “Which page information
is best for predicting tags?”, or “What makes a tag pre-
dictable?”. Additionally, they apply association rules be-
tween tags to expand tag-based queries. Another analysis
of the application of classification methods to the tag rec-
ommendation problem can be found in [Illig et al., 2009 to
appear].

One task of the 2008 ECML PKDD Discovery Chal-
lenge [Hotho et al., 2008] also addressed the problem of
tag recommendations in folksonomies. Tatu et al. [M. Tatu
and D’Silva, 2008] base their suggestions on normalized
tags from posts and normalized concepts from textual con-
tent of resources. This includes user added text like title
or description as well as the document content. Using NLP
tools they extract important concepts from the textual meta-
data and normalize them using Wordnet. Lipczak [Lipczak,
2008] developed a three step approach which utilizes words
from the title expanded by a folksonomy driven lexicon,
personalized by the tags of the posting user. Katakis et
al. [I. Katakis and Vlahavas, 2008] consider the recommen-
dation task as a multilabel text classification problem with
tags as categories.

In [Jäschke et al., 2008] we evaluated several tag rec-
ommendation methods on three large scale folksonomy
datasets. The most successful algorithm, the graph-based
FolkRank [Hotho et al., 2006b], was followed by simpler
approaches based on co-occurence counts and by collabo-
rative filtering.

4 A Recommendation Framework for
BibSonomy

Implementing a tag recommendation framework requires
to tackle several challenges. For example, having enough
data available for recommendation algorithms to produce
helpful recommendations is an important requirement. The
recommender needs access to the systems database and to
what the user is currently posting (which could be accom-
plished, e.g., by (re)-loading recommendations using tech-
niques like AJAX). Further data – like the full text of doc-
uments – could be supplied to tackle the cold-start problem
(e. g., for content-based recommenders). Further aspects
which should be taken into account include implementa-
tion of logging of user events (e. g., clicking, key presses,
etc.) to allow for efficient evaluation of the used recom-
mendation methods in an online setting. Together with a
live evaluation this also allows us to tune the result selec-
tion strategies to dynamically choose the (currently) best
recommendation algorithm for the user or resource at hand.
The multiplexing of several available algorithms together
with the simple inclusion of external recommendation ser-
vices (by providing an open recommendation interface) is

Figure 2: A schematic posting process.

one of the benefits of the proposed framework.
Figure 2 gives an overview on the components of Bib-

Sonomy involved in a recommendation process. The web
application receives the user’s HTTP request and queries
the multiplexer (cf. Sec. 4.4) for a recommendation –
providing it post information like URL, title, user name,
etc.. Besides, click events are logged in a database (see
Sec. 5.3). The multiplexer then requests the active recom-
menders to produce recommendations and selects one of
the results. The suggested tags and the post are then logged
in a database and the selected recommendation returned to
the user.

4.1 Recommender Interface
One central element of the framework is the recommender
interface. It specifies which data is passed from a rec-
ommendation request to one of the implemented recom-
menders and how they shall return their result. Figure 3
shows the UML class diagram of the TagRecommender in-
terface one must implement to deliver recommendations to
BibSonomy.

We decided to keep the interface as simple as possi-
ble by requiring only three methods, building on BibSon-
omy’s existing data model (Post, Tag, etc.) and adding as
few classes as possible (RecommendedTag, Recommend-
edTagComparator).

The getRecommendedTags method returns – given a post
– a sorted set of tags; addRecommendedTags adds to a
given (not necessarily empty) collection of tags further
tags. Since – given a post and an empty collection – ad-
dRecommendedTags should return the same result as ge-
tRecommendedTags, the latter can be implemented by del-
egation to the former. Nonetheless, we decided to require
both methods to cover the simple ‘give me some tags’ case
as well as more sophisticated usage scenarios (think of ‘in-
telligent’ collection implementations, or a recommender
which improves given recommendations).

The post given to both methods contains data like URL,
title, description, date, user name, etc. that will later be
stored in the database and that the recommender can use
to produce good recommendations. It might also contain
tags, i. e., when the user edits an existing post or when he
has already entered some tags and requests new recommen-
dations. Implementations could use those tags to suggest
different tags or to improve their recommendation.

With the setFeedback method the final post as it is stored
in the database is given to the recommender such that it can
measure and potentially improve its performance. Addi-
tionally, the postID introduced in Section 5.3 is contained
in the post (as well as in the post of the first two methods)
such that the recommender can connect the post with the
recommended tags it provided.

Finally, the getInfo method allows the programmer to
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<<interface>>
TagRecommender

+ getRecommendedTags(post : Post<? extends Resource>) : SortedSet<RecommendedTag>
+ addRecommendedTags(recommendedTags : Collection<RecommendedTag>, post : Post<? extends Resource>)
+ setFeedback(post : Post<? extends Resource>)
+ getInfo() : String

Figure 3: The UML class diagram of the tag recommender interface.

provide some information describing the recommender.
This can be used to better identify recommenders or be
shown to the user.

Two further classes augment the interface: The Recom-
mendedTag class basically extends the Tag class as used in
the BibSonomy API (cf. Sec. 2.1) by adding floating point
score and confidence attributes. A corresponding Recom-
mendedTagComparator can be used to compare tags, e. g.,
for sorted sets. It first checks textual equality of tags (ig-
noring case) and then sorts them by score and confidence.
Consequently, tags with equal names are regarded as equal.

Our implementation is based on Java and all described
classes are contained in the module bibsonomy-model,
which is available online as JAR file in a Maven2 reposi-
tory.10 However, implementations are not restricted to Java
– using the remote recommender (see Sec. 4.3) one can im-
plement a recommender in any language which is then in-
tegrated using XML over HTTP requests.

4.2 Meta Recommender
Meta or hybrid recommenders [Burke, 2002] do not gen-
erate recommendations on their own but instead call other
recommenders and modify or merge their results. Since
they implement the same interface, they can be used like
any other recommender. More formally, given n recom-
mendations T1(u, r), . . . , Tn(u, r) and corresponding scor-
ing functions f1, . . . , fn, a meta recommender produces a
merged recommendation T (u, r) with scoring function f .
The underlying design pattern known from software archi-
tecture is that of a Composite.

As we will see in Section 4.5, meta recommenders al-
low the building of complex recommenders from simpler
ones and thus simplify implementation and testing of algo-
rithms and even stimulate development of new methods.
Furthermore, they allow for flexible configuration, since
their underlying recommenders can be exchanged at run-
time. This section introduces the meta recommenders that
are currently used in our framework.

First Weighted By Second
As an example of a cascade hybrid, the idea behind this
recommender is to re-order the tags of one recommenda-
tion using scores from another recommendation. More
precisely, given recommendations T1(u, r) and T2(u, r)
and corresponding scoring functions f1 and f2, this rec-
ommender returns a recommendation T (u, r) with scoring
function f , which contains all tags from T1 which appear
in T2 (with f(t) := f2(t)) plus all the remaining tags from
T1 (with lower f but respecting the order induced by f1).
If T1(u, r) does not contain enough recommendations, T is
filled by the not yet used tags from T2(u, r) – again with
f being lower than for the already contained tags and re-
specting the order induced by f2.

10http://dev.bibsonomy.org/maven2/org/
bibsonomy/bibsonomy-model/

Weighted Merging
This weighted hybrid recommender enables merging of
recommendations from different sources and weight-
ing of their scores. Given n recommendations
T1(u, r), . . . , Tn(u, r), corresponding scoring functions
f1, . . . , fn, and (typically fixed) weights ρ1, . . . , ρn (with∑n

i=1 ρi = 1), the weighted merging recommender returns
a recommendation T (u, r) :=

⋃n
i=1 Ti(u, r) and a scor-

ing function f(t) :=
∑n

i=1 ρifi(t) (with fi(t) := 0 for
t 6∈ Ti(u, r)).

4.3 Remote Recommender
The remote recommender retrieves recommendations from
an arbitrary external service using HTTP requests in REST-
based [Fielding, 2000] interaction. Therefore, it uses the
XML schema of the BibSonomy REST-API.11 This recom-
mender has three advantages: it allows us to distribute the
recommendation work over several machines, it opens the
framework to include recommenders from auxilliary part-
ners, and it enables programming language independent in-
teraction with the framework.

To simplify implementation of external recommenders,
we provide an example web application needing al-
most zero configuration to include a custom Java recom-
mender.12 Furthermore, we plan to integrate recommenda-
tions into BibSonomy’s API to allow clients retrieve rec-
ommendations (e. g., such that the Firefox browser add-on
can show recommendations during bookmark posting).

4.4 Multiplexing Tag Recommender
Our framework’s technical core component is the so called
multiplexing tag recommender (see Fig. 2). Implementing
BibSonomy’s tag recommender interface, it provides the
web application with tag recommendations, using one of
the recommenders available. All recommendation requests
and each recommender’s corresponding result are logged
in a database (see Sec. 5.3). For this purpose, every tag
recommender is registered during startup and assigned to
a unique identifier. For technical reasons, we differenti-
ate between locally installed and remote recommenders (cf.
Sec. 4.3).

Whenever the getRecommendedTags method is invoked,
the corresponding recommendation request is delegated to
each recommender, spawning separate threads for each
recommender. After a timeout period of 100 ms, one of
the collected recommendations is selected, applying a pre-
configured selection strategy:

For our evaluation procedure we implemented a ‘sam-
pling without replacement’ strategy which randomly
chooses exactly one recommender and returns all of its
recommended tags. If the user requests recommendations

11http://www.bibsonomy.org/help/doc/
xmlschema.html

12http://dev.bibsonomy.org/maven2/org/
bibsonomy/bibsonomy-recommender-servlet
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more than once during the same posting process (e. g., by
using the ‘reload’ button), the strategy selects recommen-
dations from a recommender the user has not seen during
this process.

4.5 Example Recommender Implementations
Using the proposed framework, we implemented several
recommendation methods, whereas two of them are cur-
rently active in BibSonomy. Both build upon the meta rec-
ommenders described in Section 4.2 and simpler recom-
menders which we describe only briefly because they are
fairly self-explanatory. The short names in parentheses are
for later reference.

Most Popular ρ-Mix (MPρ-mix)
Motivated by the good results of mixing tags which often
have been attached to the resource with tags the user has
often used, we implemented a variant of the most popu-
lar ρ-mix recommender described in [Jäschke et al., 2008].
The recommender has been implemented as a combination
of three recommenders, using a value of ρ = 0.6:

1. the most popular tags by resource recommender
which returns the k tags T1(u, r) which have been
attached to the resource most often (with f1(t) :=
|Y ∩U×{t}×{r}|
|Y ∩U×T×{r}| , i. e., the relative tag frequency),

2. the most popular tags by user recommender which re-
turns the k tags T2(u, r) the user has used most often
(with f2(t) := |Y ∩{u}×{t}×R|

|Y ∩{u}×T×R| , i. e., the relative tag
frequency), and

3. the weighted merging meta recommender described in
Section 4.2 which merges the tags of the two former
recommenders, with weights ρ1 = ρ = 0.6 and ρ2 =
1− ρ = 0.4.

Title Tags Weighted by User Tags (TbyU)
Inspired by the first recommender implemented in Bib-
Sonomy [Illig, 2006] and by similar ideas in [Lipczak,
2008], we implemented a recommender which ranks tags
extracted from the resource’s title using the frequency of
the tags used by the user. Technically, this is again a com-
bination of three recommenders:

1. a simple content based recommender, which extracts
k tags T1(u, r) from the title of a resource, cleans
them and checks against a multilingual stopword list,

2. the most popular tags by user recommender as de-
scribed in the previous section – here returning all tags
T2(u, r) the user has used (by setting k =∞), and

3. the first weighted by second meta recommender de-
scribed in Section 4.2 which weights the tags from
the content based recommender by the frequency of
their usage by the user as given by the second recom-
mender.

Other
Besides the simple recommenders introduced along the
MPρ-mix and TbyU recommender, we have implemented
recommenders for testing purposes (a fixed tags recom-
mender and a random tags recommender), a recommender
which proposes tags from a web page’s HTML meta in-
formation keywords, as well as a recommender using the
FolkRank algorithm [Hotho et al., 2006b].

More complex recommenders can be thought of, e. g.,
a nested first weighted by second recommender, whose

Listing 1: The Java method used to clean tags.
p u b l i c S t r i n g c l e a n T a g ( S t r i n g t a g ) {

re turn N o r m a l i z e r . n o r m a l i z e ( t ag ,
N o r m a l i z e r . Form .NFKC ) .

r e p l a c e A l l ( ” [ˆ0−9\\p{L} ]+ ” , ” ” ) .
toLowerCase ( ) ;

}

first recommender is a weighted merging meta recom-
mender merging the suggestions from a content based rec-
ommender and a most popular tags by resource recom-
mender and then scoring the tags by the scores from the
most popular tags by user recommender.

5 Evaluation
We evaluate the performance of a recommender by com-
paring the tags it suggested with the tags used to annotate
a resource. Then recall (‘Which fraction of the used tags
could be suggested?’) and precision (‘Which fraction of
the suggested tags was used?’) quantify the quality of the
recommendation. Furthermore, the logging of click events
allows us to evaluate the user behavior in more detail.

5.1 Measures
As performance measures we use precision, recall, and f1-
measure (f1m) which are standard in such scenarios [Her-
locker et al., 2004]. For each post (u, Tur, r) we compare
the recommended tags T (u, r) with the tags Tur the user
has finally assigned. Then, precision and recall of a recom-
mendation are defined as follows

recall(T (u, r)) =
|Tur ∩ T (u, r)|

|Tur|
(1)

precision(T (u, r)) =
|Tur ∩ T (u, r)|
|T (u, r)| . (2)

We then average these values over all posts in the given set
and compute the f1-measure as

f1m =
2 · precision · recall
precision + recall

.

5.2 Data Cleansing
Before intersecting Tur with T (u, r), we clean the tags in
both sets according to the Java method cleanTag shown in
Listing 1. This means, we ignore the case of tags and re-
move all characters which are neither numbers nor letters.13

Since we assume all characters to be UTF-8 encoded, the
method will not remove umlauts and other non-latin char-
acters. We also employ unicode normalization to normal
form KC.14 Finally, we ignore tags which are ‘empty’ af-
ter normalization (i. e., they neither contained a letter nor
number) or which are equal to the strings imported, public,
systemimported, nn, systemunfiled. Thus, in the following
we always regard cleaned tags.

13See also the documentation of
java.util.regex.Pattern at http://java.
sun.com/javase/6/docs/api/java/util/regex/
Pattern.html.

14http://www.unicode.org/unicode/reports/
tr15/tr15-23.html
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5.3 Logging
For evaluating performance of the tag recommenders avail-
able, we store in a database for each recommendation pro-
cess the corresponding bookmark or BIBTEX entry as well
as each recommender’s recommendation, identified by a
unique recommendationID. Furthermore, the applied selec-
tion strategy together with the recommenders and tags se-
lected are stored.

Several recommendation requests may refer to a single
posting process (e. g., when the user pressed the ‘reload’
button). For identifying these correspondences, a random
identifier (postID) is generated whenever a post or editing
process is started and retains valid until the corresponding
post is finally stored in BibSonomy. This postID is mapped
to each corresponding recommendationID. At storage time,
the postID together with the corresponding user name, time
stamp and a hash identifying the resource is stored. This
connects each post of each user with all referring recom-
mendations and vice versa.

Additionally, the user interaction is tracked by logging
mouse click events using JavaScript. Each click on one
of BibSonomy’s web pages is logged using AJAX into a
separate logging table. Information like the shown page,
the DOM path of the clicked element, the underlying text,
etc is stored.15

6 Results
The following analysis is based on data from posting pro-
cesses between May 15th and June 26th 2009; this is ongo-
ing work – this analysis is the first step of a long term study
of the BibSonomy recommendation framework. Only pub-
lic posts from users not flagged as spammer were taken into
account. Since tag recommendations are provided in the
web application only when one resource is posted, posts
originating from automatic import (e. g., Firefox book-
marks, or BIBTEX files) or BibSonomy’s API are not con-
tained in the analysis.

6.1 General
We start with some general numbers: In the analysed pe-
riod, 5,840 posting processes (3,474 for BIBTEX, 2,366
for bookmarks) have been provided with tag recommen-
dations. The MPρ-mix recommender served recommenda-
tions for 2,935 postings, the TbyU recommender for 3,006.
Their precision and recall is depicted in Figure 4. On the
plotted curve, from left to right the number of evaluated
tags increases from one to five. I. e., we first regard only
the tag t with the highest value f(t), then the two tags with
highest f , and so on. Thus, the more recommended tags
are regarded, recall increases while precision decreases. In
general, both precision and recall are rather low with the
MPρ-mix recommender performing better than the TbyU
recommender.

6.2 Influence of the ‘reload’ Button
Since users can request to reload recommendations when
posting a resource, we here investigate the influence of the
‘reload’ button. Is the first recommendation sufficient or do
users request another recommendation? Are recommenda-
tions which got replaced by the user pressing the ‘reload’
button worse than those shown last? Has one recommender
more often been reloaded than the other?

15Note that users can disable logging on the settings page, thus
not all posting processes yield clicklog events.
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Figure 4: Precision and Recall

Table 1: The influence of the ‘reload’ button.
measure #posts f1m@5
recommender r MPρ-mix TbyU MPρ-mix TbyU
Fr \ Lr 337 319 0.258 0.270
Lr \ Fr 331 363 0.380 0.364
Fr ∩ Lr 2,271 2,339 0.277 0.224

In 767 (274 bookmark, 493 BIBTEX) of the 5,840 post-
ing processes the users requested to reload the recommen-
dation. Thus, in around 13 % of all posting processes users
requested another recommendation.

Several recommenders can be involved in one posting
process. There is the recommendation which appears di-
rectly after loading the posting page (first), there are rec-
ommendations which appear after the user has pressed the
‘reload’ button, and there is the recommendation shown be-
fore the user finally saves the post (last). Thus, given a
recommender r, we can define the set Fr to contain those
posts, where the recommender r showed the first tags, and
Lr as the set of posts where recommender r showed the last
tags (i. e., before the post is stored).

For each recommender r we can then look at the sets
Fr \Lr, Lr \Fr, and Fr ∩Lr. Posts where the user did not
press the reload button are contained in both Fr and Lr and
thus in Fr ∩ Lr. Table 1 shows the result of our analysis.

For both of the two deployed recommenders and for all
three sets, the table shows the number of posts in the corre-
sponding set, and the average f1m at the fifth tag.16 As one
can see, the number of posts where the reload button has
not been pressed (Fr ∩ Lr) is quite large for both recom-
menders (around 2, 300). There is also only little difference
in the number of posts for the recommenders over the dif-
ferent sets, except the higher number of posts for the TbyU
recommender in Lr \Fr. It contains those posts, where the
user requested to reload the recommendation and where the
recommender at hand delivered the last recommendation.
Thus, the TbyU recommender more often provided the last
recommendation than the MPρ-mix recommender.

The most noticeable observation is the good perfor-
mance of both recommenders for this set. Both precision
and recall are much higher than for the other two sets. This
suggests that the first suggestion was rather bad and caused
the user to request another recommendation which indeed
better fitted his needs. The worse values for Fr \ Lr also
support this thesis. A noteworthy difference between the
two recommenders is the performance of the TbyU rec-
ommender for Fr \ Lr which is better than its overall per-

16We omit precision and recall, since whenever the f1m for one
set was better/worse than for another set, precision and recall were
better/worse, too.
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Figure 5: Users sorted by their fraction of click/noclick-
posts; The y-axis depicts the fraction of posts where re-
comended tags were clicked.
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Figure 6: The fraction of matching tags which have been
clicked.

formance (i. e., on Fr ∩ Lr). This could be an indicator
that those users which actively used the recommender (by
pressing the ‘reload’ button) took better notice of this rec-
ommender’s tag suggestions.

The usage of the ‘reload’ button is a good indicator for
the interest of the user in the recommendations. However,
the data we gathered during the evaluation period is still
rather sparse and thus no final conclusions can be drawn.

6.3 Logged ‘click’ Events
Next we evaluate data from the log which records when a
user clicked a recommended tag (cf. Sec. 5.3). Clicks are
rather sparse: in only 1,061 (485 bookmark, 576 BIBTEX)
of the 5,840 posting processes users clicked on a tag.

First, we want to answer the questions “How is click-
ing distributed over users?” and “Are there users which
always/never click?”. Figure 5 shows users sorted by the
fraction of posting processes at which they have clicked on
a recommended tag. The size of each circle depicts the log-
arithm of the user’s number of posts. Closer to the left are
users which in almost all posting events clicked on a rec-
ommendation; users closer to the right never clicked a tag
during recommendation. Although only around 150 users
clicked on a recommendation, half of the remaining users
are represented by only one post. This could mean that
only after some time users discover and use the recommen-
dations. However, there are also some active users which
almost never clicked on a recommendation.

In Figure 6 we see for each number of recommended tags
(from one to five), the fraction of matches which stem from
a click on the tag (instead of manual typing). For the TbyU
recommender around 35 % of the matches come from the
user clicking on a tag. Thus, although users infrequently
click on tags, a large fraction of the correctly recommended
tags of that recommender has been clicked instead of typed.
Why there is a difference of around 15 % between the two
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Figure 7: Average f1-measure for each user and recom-
mender

recommenders with a higher click fraction for the TbyU
recommender (in contrast to its worse f1m) is not clear.
One explanation could be the different sources of tags the
two recommenders use: while the MPρ-mix recommender
delivers popular tags the user might have used before and
thus can easily type, the TbyU recommender also suggests
new and probably complicated tags extracted from the title
which are easier to click than to type.

6.4 Average F1-Measure per User
Which properties of a posting process could help a mul-
tiplexer strategy to smartly choose a certain recommender
instead of randomly selecting one? For space reasons we
focus on the user only – other characteristics could be like-
wise interesting (e. g., resource type or the recommended
tags). Figure 7 shows the average f1m of the MPρ-mix
recommender versus the average f1m of the TbyU recom-
mender for each of the 380 users17 in the data. In the plot,
each user is represented by a circle whose size depicts the
logarithm of the user’s number of posts.

The most interesting users are reflected by the circles far-
thest from the diagonal, i. e., those users who have a high
f1m for one but a low f1m for the other recommender. As
one can see, such users exist even at higher post counts.
Once such a user is identified, one could primarily select
recommendations from the user’s preferred recommender.

7 Conclusions and Future Work
In this paper, we presented the tag recommendation frame-
work we developed for BibSonomy. It allows us to not only
integrate and judge recommendations from various sources
but also to develop clever selection strategies. A strength
of the framework is its ability to log all steps of the recom-
mendation process and thereby making it traceable. E. g.,
the diagrams and tables presented in this paper are automat-
ically generated and will be integrated in a web application
for analysing and controlling the framework and its recom-
menders.

As the results show, there is no clear picture which of
the two recommendation methods performs better. There
is a dependency on the number of regarded tags, the user
at hand, and also slightly on the moment of recommenda-
tion. This suggests that we can achieve better performance

17Only users which got recommendations from both recom-
menders were taken into account.
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not only by adding improved recommendation methods but
also by implementing adaptive selection strategies. In case
of the user dependency, one could prefer the better per-
forming recommender by increasing its selection probabil-
ity or even couple the probability with the current recom-
mendation quality.

Finally, the framework was the cornerstone of this year’s
ECML PKDD Discovery Challenge,18 where one task re-
quired the participants to deliver live recommendations for
BibSonomy. This also was a larger stress test for external
recommenders and the framework itself which it bravely
passed. After that we opened the framework for interested
researchers which we would like to encourage to contact us
via an e-mail to webmaster@bibsonomy.org.
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Christoph Schmitz, and Gerd Stumme. Information re-
trieval in folksonomies: Search and ranking. In York
Sure and John Domingue, editors, The Semantic Web:
Research and Applications, volume 4011 of Lecture
Notes in Computer Science, pages 411–426, Heidelberg,
June 2006. Springer.

[Hotho et al., 2008] Andreas Hotho, Beate Krause, Do-
minik Benz, and Robert Jäschke, editors. ECML PKDD
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Abstract
Community effects on the behaviour of individu-
als, the community itself and other communities
can be observed in a wide range of applications.
This is true in scientific research, where commu-
nities of researchers have increasingly to justify
their impact and progress to funding agencies.
Previous work has tried to explain these phenom-
ena by analysing co-citation graphs with methods
from social network analysis and graph mining.
More recent approaches have supplemented this
with techniques from textual clustering. How-
ever, there is still a great potential for increasing
the quality and accuracy of this analysis, espe-
cially in the context of cross-community effects.
In this work, we present existing approaches and
discuss their strengths and weaknesses. Based
on this, we choose two closely related commu-
nities and propose novel ideas to detect and ex-
plain cross-community effects with a special fo-
cus on their characteristics in a given timeline.
The outcome is a roadmap for advanced analy-
sis of cross-community effects, which promises
valuable insights for all areas of scientific re-
search.

1 Introduction
Community structures can be found in a wide variety of
applications. Analysing these structures provided very in-
teresting insights into the internals and functioning of so-
cial networks since first works in this field appeared. This
began with Milgram’s famous experiment on the “six de-
grees of separation” [Milgram, 1967] and can be found in
the whole research area on social network analysis [Gra-
novetter, 1973].

In current days, this topic experiences amplified attrac-
tion again. This is due to the wide variety and great poten-
tial of social applications in the Web, such as Facebook1

and Wikipedia2. Researchers as well as economists expect
valuable outcomes for optimising Web technologies and in-
creasing revenue from the detailed analysis of community
structures and their effects. An evidence for the popularity
of methods from social sciences is the existence of the “six
degrees of Kevin Bacon”3, in relation to Milgram’s orig-

∗This material is based upon works jointly supported by the
Science Foundation Ireland under Grant No. SFI/08/CE/I1380
(Lion-2) and under Grant No. 08/SRC/I1407 (Clique: Graph &
Network Analysis Cluster)

1http://www.facebook.com
2http://www.wikipedia.org
3http://www.thekevinbacongame.com

inal work. A main problem of applying these techniques
is their usually restricted scalability. Network structures
found in the current Web tend to be by far too large for
directly applying these methods, which are developed for
small graphs around single individuals.

One specific field in this area, which is especially inter-
esting for computer researchers, is the analysis of scientific
communities. The practice of citing other authors’ works
is particularly typical for computer scientists. The detec-
tion and explanation of community effects helps to justify
progress and gather funding as well as to identify trends
and evolving fields over time. It can guide funding agencies
and tenure committees to make more informed decisions.
It has been shown that citation analysis is a very promis-
ing approach to detect correlations and interdependencies
between different researchers and fields of research.

Figure 1: A co-citation graph for social network analysis
[Greene et al., 2009]

So far, most of these works focused on specific com-
munities and the different sub-communities, i.e., different
fields in one general area of computer research. But, the
analysis of effects between different broader communities
promises to reveal more and different insights. This can
help to leverage inter-community communication and col-
laboration as well as to increase the impact of research.
To approach this novel view on community analysis, we
choose two closely related communities as a starting point.
Our choice falls on the Semantic Web community, as a
rather young but dramatically evolving one, and the In-
formation Retrieval community, as a profiled and closely
related community. Later, we plan to extend the analysis
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to other related communities, such as that from Database
research. The goal is to develop techniques for analysing
cross-community effects for an arbitrary number of com-
munities. We expect valuable insights not only for the cho-
sen fields of research, but also for scientific research in gen-
eral. The outcomes of this work will have great potential
for understanding, directing and optimising the effects and
interdependencies between the identified groups of scien-
tific research.

The general approach starts with collecting a set of seed
papers. For these works, citations have to be extracted.
Based on this, a graph of citation relations can be build,
where the vertices represent works or authors and the edges
between nodes represent relations between them based on
citations. Figure 1 shows an example of such a graph, taken
from [Greene et al., 2009]. The graph shows the commu-
nity structure in the field of Case-Based Reasoning (CBR)
in the state of the year 2008. The figure shows the structure
of one community, but also indicates how the structure be-
tween communities could look like. On top of such a graph,
methods from social network analysis and graph mining
will help to understand the specific cross-community ef-
fects. In Section 2, we give brief insights into the phenom-
ena we expect. Finally, we provide a roadmap for following
works, whereby we focus on the three main aspects of data
gathering (Section 3.1), graph construction (Section 3.2)
and actual analysis (Section 3.3). Section 4 concludes the
paper.

2 Expected Phenomena
There is a wide range of phenomena that we expect to find
with the methods proposed in this work. In this section, we
briefly describe two selected ones, namely the paradigm
shift [Kuhn, 1996] and paradigm merge. These are two
effects that play a specific role especially for the analysis of
scientific communities and the cross-community relations
between them.

Clique: Graph & Network Analysis Cluster 

Expected Phenomena 

Paradigm shift Paradigm merge (a) Paradigm shift

Clique: Graph & Network Analysis Cluster 

Expected Phenomena 

Paradigm shift Paradigm merge (b) Paradigm merge (with
paradigm shift)

Figure 2: Paradigm shift and paradigm merge as possible
phenomena

Figure 2(a) illustrates what can be called a paradigm
shift in scientific communities. The upper part shows ci-
tation relations between different authors or works that
might be found at a specific point in time. Analysing the
development of this graph over time might reveal that a
sub-community somehow detaches from its original com-
munity. This means, authors from both communities do
not cite each other any more, with ongoing time the sub-
community seems to “speak a different language” that is
not understood by the remaining community any more.
Such a phenomenon was first described by Kuhn and called
a paradigm shift [Kuhn, 1996]. Clearly, to detect such an
effect, the citation structure has to be analysed over time, by

looking at the corresponding graphs from different points
in time.

In Figure 2(b) we show the opposite of this, which we
call a paradigm merge. Such an effect can be expected
particularly when analysing two or more originally sepa-
rated communities. Over time, the communities approach
each other, represented by more and more citings between
them. This can lead to closely related communities or even
to a merge into one larger community. For some com-
munities, we even expect a combination of paradigm shift
and merge. This means, from one large community only a
sub-community approaches the originally separated one –
whereby in parallel detaching from its original field of re-
search. We indicate this in the figure by the different shades
of the nodes.

Especially for new and rapidly evolving communities
like the field of Semantic Web research we expect this to be
observed in combination with another effect. In its begin-
ning, the only work that is “visible” to other communities
might be a very fundamental and ground-breaking contri-
bution by one of its founders. For the Semantic Web, one
can think of Tim Berners-Lee famous work [Berners-Lee
et al., 2001], which is seen as the initial work founding
that community. We indicate such a visibility by using dif-
ferently sized nodes in the figure. Over time, more works
“appear on the horizon”, the coastline of the community
becomes visible and more islands are cited. This results
in a shift of visibility between the actors of the evolving
community. Analysing such effects can be done by look-
ing at the citation graph accumulated over time (i.e., the
graph can only grow) or by analysing graphs from different
points in time.

Clique: Graph & Network Analysis Cluster 

Expected Phenomena /2 

Both recognise each other Only one recognises the other (a) Both communities recog-
nise each other

Clique: Graph & Network Analysis Cluster 

Expected Phenomena /2 

Both recognise each other Only one recognises the other (b) Only one community
recognises the other

Figure 3: Communities may both recognise each other or
one can reveal a “non-social” behaviour

Regarding the phenomena of paradigm shift and merge,
there are also other aspects we plan to take into account.
One of the communities might show a “non-social” be-
haviour, simply neglecting the existence and development
of new communities. In this case, we expect only one com-
munity to cite the other. In contrast, a healthy development
would be observed if both communities increasingly cite
each other over time. Figure 3 illustrates that difference by
using directed edges that indicate the direction of citations.
This leads to other important questions, such as what are
(un)healthy communities and how to detect that.

Note that the effects are illustrated here in a rather dra-
matic manner. We expect these phenomena to usually oc-
cur alleviated. This means, rather than only one community
citing only the other (Figure 3(b)), one community might
cite the other in a much more intensive manner. One can
see this as this community having more tentacles in other
communities. In contrast, certain fields might tend to cite
only the “tall” figures visible, even if the community that
these figures belong to matures.
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3 Roadmap
As outlined before, we focus on citation analysis as the tool
of choice for detecting and understanding cross-community
effects. It has been shown that this is a reasonable and well-
functioning approach for this task. In this section, we pro-
vide a general roadmap that defines the different tasks we
have to fulfill to achieve our goals. We first discuss how
to gather and prepare the citation data needed. Afterwards,
we present ways for building social network graphs on top
of this data and finally get over to actual methods we aim
to apply on the so built networks.

3.1 Data Gathering
First works in the area of citation analysis [White and Grif-
fith, 1980; Gmür, 2003] had to rely on specialised citation
databases like the Social Sciences Citation Index (SSCI)
for gathering the required data. Such databases reveal sev-
eral disadvantages, such as pruned author lists and only a
selection of papers. Luckily, today there are much more
citation sources available. Sites like DBLP4 and Springer5

are well suited to select a set of seed papers. They also
provide ways for selecting high-impact journals and con-
ferences that specifically relate to the chosen communities.
Based on this, sites like Google Scholar6 and CiteULike7

can be used to extract according citation data, without the
need for parsing the chosen papers. The social aspects of,
for instance, CiteULike that supports tagging and group-
ing of works one prefers, further help to identify topics and
fields of research. Usually, the raw input data has to be
cleaned (different usage of author names and paper titles)
and probably pruned to the most significant (most cited)
works. We will evaluate if this is also suited for analysing
cross-community effects, where we may also be interested
in rather small islands of community landscapes.

With most existing approaches, the results of the citation
analysis have to be inspected manually in order to deduce
meaningful results. [He and Hui, 2002] is one of the first
works aiming at automising the whole process. However,
the labeling of sub-communities has still to be done on the
basis of human inspection. In order to also automate this
process, we plan to use a tagging approach. The generated
tags can be used to identify and name the found areas of
research. To achieve this, one approach is to use already
provided keywords and methods from Natural Language
Processing. However, we expect this to be too inaccurate
and not absolutely satisfying. A second approach that we
plan to use is to use input from the communities them-
selves. For this, a kind of game (similar to the ESP game8,
also adopted by the Google Image Labeler9) could be sup-
ported. Another idea is to provide an interface for tagging
own works (“eating their own dogfood” – a phrase popular
in the Semantic Web community). First experiences will
show whether these ways for generating tags are sufficient
or not.

3.2 Building Citation Graphs
Based on the raw citation data, we will have to build a
graph of citation relations. Co-citation analysis has proved
to be most suitable for this task. A co-citation between two

4http://www.informatik.uni-trier.de/ ley/db/index.html
5http://www.springer.com
6http://scholar.google.com
7http://www.citeulike.org
8http://www.espgame.org/gwap
9http://images.google.com/imagelabeler

Figure 4: Principle of co-citations [Greene et al., 2008]

works (i.e., an edge between two works or authors) is ex-
isting if both papers are cited in the same third work. The
assumption is that if a co-citation link exists, the works can
be regarded as very closely related in the same field of re-
search. Figure 4 illustrates this principle. In this figure, P3

and P4 have a stronger co-citation relation than P3 and P5

and P4 and P5. If P2 would not cite P3, P3 and P5 would
have no co-citation link.

There are several different approaches for co-citation
analysis. They mainly differ in:

• use a document-based or author-based approach (the
nodes in the graph)

• whether to use absolute co-citation counts or relative
values like Pearson’s correlation coefficient as in [He
and Hui, 2002]

• macro vs. micro approach

Document-based analysis provides a more detailed view,
but might assign an author to several (sub-)communities.
However, we expect the document-based approach as more
suitable for our needs, as it focuses on topics rather than ge-
ography as the author-based approach does. Usually, rela-
tive values can be expected to provide a more realistic view
due to their normalising effect. The macro approach fo-
cuses on the overall structure of disciplines, whereas the
micro approach tries to explain the structure and historical
development of single disciplines. See [Gmür, 2003] for a
good overview of the different approaches. [Gmür, 2003]
also compares different approaches for clustering the ci-
tation data. We will evaluate the different methods with
respect to their suitability to the special aims and expected
phenomena in cross-community analysis.

However, applying only co-citation analysis is not suffi-
cient. To handle aspects mentioned in Section 2, such as
only one tall visible figure or direction of citations, we will
have to apply pure citation analysis as well. A crucial task
is to identify a good mixture of both and how to map the
different techniques of co-citation analysis to the case of
pure citation analysis. To the best of our knowledge, up to
now no work aimed at combining both approaches.

3.3 Analysing Citation Graphs
If we once built the citation graph, methods from social net-
work analysis and graph mining seem to be most promising
to analyse it. Maybe one of the most interesting methods is
to apply different centrality measures. Eigenvector central-
ity and degree centrality have been shown to be especially
suited [Greene et al., 2008]. In general, we aim to identify
bridges, hubs and further nodes of central importance. This
might go along with a look on outer-world effects, as there
may be bridges that actually belong to a third community.
No existing work focuses specifically on effects between
predefined communities and the influences of outer-world
instances.

To reveal the inter-relationships among authors or works,
three different approaches for multivariate analysis have
been shown to be especially suited [He and Hui, 2002]:
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Figure 5: Citation counts over time [Greene et al., 2009]

cluster analysis, multidimensional scaling (MDS) and fac-
tor analysis. Cluster analysis builds tree-like cluster rep-
resentations, either following a top-down or a bottom-up
approach. The MDS approach is used to build a map of
authors or works, where heavily co-cited authors appear
close to each other. MDS is especially suited for visu-
ally analysing the communities. More recent approaches
for visualising social networks [Henry and Fekete, 2007;
Gaudin and Quigley, 2008] will also be applied and evalu-
ated. Factor analysis aims at defining a set of factors that
authors contribute to, in their number much smaller than
the number of nodes in the graph. Factor analysis has the
advantage that it is able to assign authors to more than one
factor, i.e., to more than one (sub-)community. [Greene et
al., 2008] proposes an interesting combination of hierar-
chical clustering and factor analysis, called soft hierarchi-
cal clustering. A detailed evaluation of the different ap-
proaches is part of our future work.

It is essential to use citation and co-citation counts to
analyse (i) the structures in one community as well as (ii)
the relations between different communities. Otherwise,
we will not be able to identify things like a paradigm shift
in combination with a paradigm merge as illustrated in Fig-
ure 2(b). For instance, looking at Figure 1, one can expect
the Explanation sub-community as most visible to other
communities outside CBR. We are interested in such sub-
community effects that come along with cross-community
effects.

As mentioned before, we are especially aiming at the
analysis of time effects, i.e., the development of citation
graphs over time. This involves analysing these graphs ac-
cumulated over time as well as in different points of time.
It refers to the differences in the link structure as well as to
changing positions of authors on an author map [White and
Griffith, 1980]. Other time effects must not be ignored as
well. For instance, it is natural that older papers are cited
more often with time passing. This might be handled by ap-
plying the mentioned relative measures. On the other hand,
young papers that might play an important role cannot be
cited very often, as their visibility just begins to raise. Fig-
ure 5 illustrates this by plotting citation counts for papers
from the CBR community. To overcome this, [Greene et
al., 2008] proposes a back-fitting approach. Later, [Greene
et al., 2009] applies clustering based on text-similarity in
combination with co-citation analysis. We will evaluate
these as well as other approaches for handling that crucial
issue. Clearly, more research focusing on such timeline
effects is needed. Further aspects we will investigate are
possible geographical factors (e.g., the differences between
American and European conferences) and the filtering of
self-citations. It might also be useful to include factors of
availability, such as the time at which online publications

are available for certain conferences. A very interesting
view is the comparison to methods from computational bi-
ology. It can be expected that there exist some parallels,
such as communities dying out or surviving, or variants be-
coming species. One goal is to identify special motifs for
certain principles like paradigm shift or (un)healthy com-
munities.

4 Conclusion
In this work, we motivated the interesting possibilities and
the impact that the analysis of cross-community effects
can have. We illustrated phenomena that can be expected
and provided a general view on the process to apply. As
an outcome, a major roadmap shows the way and chal-
lenges that future works will have to take and face. We
believe in a very interesting contribution for scientific re-
search in general. Further, we expect the developed meth-
ods and gained experiences to be a valuable contribution
for analysing community and cross-community effects in
other social networks, which are a dominating factor of to-
day’s Web.
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Abstract
For the successful processing and handling of
(large scale) document collections, effective
information extraction methods are essential.
This paper presents a framework for the semi-
automatic development of rule-based informa-
tion extraction applications based on the TEXT-
MARKER language utilizing machine learning
methods. We describe the approach in detail and
present the TEXTRULER system as an implemen-
tation of the proposed approach.

1 Introduction
Effective methods for information extraction are essential
for the (large scale) processing and handling of textual
data. In general, information extraction aims to locate spe-
cific items in (unstructured) textual documents, e.g., as a
first step for more semantic analysis, or for structured data
acquisition from text. There exist a variety of automatic
methods for information extraction, however, there are also
other approaches, e.g., rule-based methods. An implemen-
tation of the latter is provided by the TEXTMARKER sys-
tem wich requires knowledge acquisition. For supporting
the developer during rule acquisition step, semi-automatic
methods are key techniques.

In this paper, we describe a knowledge-engineering ap-
proach incorporating rule-learning methods: For rapid rule
capture and prototyping, several rule-learning methods can
be applied for acquiring a set of rules that can then be
refined later at each level. Machine-learning techniques
are applied for acquiring slot and template filler rules
for supporting the knowledge engineer when building the
set of information extraction rules. The framework sup-
ports several machine learning approaches; currently, there
are four methods based on the idea of filling single or
multi-slot templates specifying the required information.
The rules are then either learned, e.g., in a top-down or
bottom-up covering manner. The methods are targeted at
the TEXTMARKER rule formalization language; TEXT-
MARKER embeds the proposed framework for rapid rule
acquisition using machine-learning techniques.

As an extension of TEXTMARKER, we present the
TEXTRULER system as a prototypical implementation of
the approach. So far, the approach has been evaluated in
several case studies, for example in the medical domain.

The rest of the paper is structured as follows: Sec-
tion 2 gives a short overview of the TEXTMARKER system
and section 3 introduces the semi-automatic development.
Then, section 4 concludes with a summary and points at
interesting directions for future work.

2 The TEXTMARKER System

The TEXTMARKER system [Atzmueller et al., 2008] is an
open source tool1 for the development of rule-based in-
formation extraction applications. The development envi-
ronment is based on the DLTK2 framework. It supports
the knowledge engineer with a full-featured rule editor,
components for the explanation of the rule inference and
a build process for generic UIMA Analysis Engines and
Type Systems [Ferrucci and Lally, 2004]. Therefore TEXT-
MARKER components can be easily created and combined
with other UIMA components in different information ex-
traction pipelines rather flexibly.

TEXTMARKER applies a specialized rule representation
language for the effective knowledge formalization: The
rules of the TEXTMARKER language are composed of a list
of rule elements that themselves consists of four parts: The
mandatory matching condition establishs a connection to
the input document by referring to an already existing con-
cept, respectively annotation. The optional quantifier de-
fines the usage of the matching condition similar to regular
expressions. Then, additional conditions add constraints to
the matched text fragment and additional actions determine
the consequences of the rule. Therefore, TEXTMARKER
rules match on a pattern of given annotations and, if the
additional conditions evaluate true, then they execute their
actions, e.g. create a new annotation. If no initial annota-
tions exist, for example, created by another component, a
scanner is used to seed simple token annotations contained
in a taxonomy.

The TEXTMARKER system provides unique functional-
ity that is usually not found in similar systems. The ac-
tions are able to modify the document either by replacing
or deleting text fragments or by modifying the view on the
document. In this case, the rules ignore some annotations,
e.g. HTML markup, or are executed only on the remain-
ing text passages. The knowledge engineer is able to add
heuristic knowledge by using scoring rules. Additionally,
several language elements common to scripting languages
like conditioned statements, loops, procedures, recursion,
variables and expressions increase the expressiveness of the
language. Rules are able to directly invoke external rule
sets or arbitrary UIMA Analysis Engines and foreign li-
braries can be integrated with the extension mechanism for
new language elements.

1The source code of the TEXTMARKER project is available at
https://sourceforge.net/projects/textmarker/

2http://www.eclipse.org/dltk/
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3 Semi-Automatic Development
In this section, the semi-automatic development of TEXT-
MARKER rules is discussed in detail. In the following, we
present a comprehensive process model, interesting meth-
ods for the automatic acquisition of information extraction
rules and the current prototype of the system.

3.1 Process Model
Using the knowledge engineering approach, a knowledge
engineer normally writes handcrafted rules to create a do-
main dependent information extraction application, often
supported by a gold standard. When starting the engineer-
ing process for the acquisition of the extraction knowledge
for possibly new slot or more general for new concepts,
machine learning methods are often able to offer support in
an iterative engineering process. A conceptual overview of
the proposed process model for the semi-automatic devel-
opment of rule-based information extraction applications is
provided in figure 1.

First, a suitable set of documents that contain the text
fragments with interesting patterns needs to be selected and
annotated with the target concepts. Then, the knowledge
engineer chooses and configures the methods for automatic
rule acquisition to the best of his knowledge for the learn-
ing task: Lambda expressions based on tokens and linguis-
tic features, for example, differ in their application domain
from wrappers that process generated HTML pages.

Furthermore, parameters like the window size defining
relevant features need to be set to an appropriate level. Be-
fore the annotated training documents form the input of the
learning task, they are enriched with features generated by
the partial rule set of the developed application. The result
of the methods, that is the learned rules, are proposed to the
knowledge engineer for the extraction of the target concept.

The knowledge engineer has different options to pro-
ceed: If the quality, amount or generality of the presented
rules is not sufficient, then additional training documents
need to be annotated or additional rules have to be hand-
crafted to provide more features in general or more appro-
priate features. Rules or rule sets of high quality can be
modified, combined or generalized and transfered to the
rule set of the application in order to support the extraction
task of the target concept. In the case that the methods did
not learn reasonable rules at all, the knowledge engineer
proceeds with writing handcrafted rules.

Having gathered enough extraction knowledge for the
current concept, the semi-automatic process is iterated and
the focus is moved to the next concept until the develop-
ment of the application is completed.

Features

Knowledge
Engineering

Rule Set Learnt Rules

Machine
LearningTraining Set

learn
write extend

trainannotate

process propose

Figure 1: Process model for a semi-automatic development
of rule-based information extraction applications.

3.2 Methods
In order to choose appropriate algorithms from the vari-
ety of different machine learning techniques for informa-
tion extraction applications, the following important crite-
ria need to be considered:

• The document type the system operates on.

• Supervised or unsupervised learning strategy.

• Black-box or white-box models.

• Available description of the algorithm.

Since the methods are used in cooperation with the know-
ledge engineer, rule-based supervised white-box methods
fit the described process model best. The goal is to as-
semble a heterogenous set of methods with techniques
for different document types, different learning strate-
gies (e.g. top-down vs. bottom-up) and different rule-
representations. The following learning methods all utilize
annotated training documents, and have been chosen for
further investigation:

BWI
BWI (Boosted Wrapper Induction) [Freitag and Kushmer-
ick, 2000] uses boosting techniques to improve the per-
formance of simple pattern matching single-slot bound-
ary wrappers (boundary detectors). Two sets of detectors
are learned: the "fore" and the "aft" detectors. Weighted
by their confidences and combined with a slot length his-
togram derived from the training data they can classify a
given pair of boundaries within a document. BWI can be
used for structured, semi-structured and free text. The pat-
terns are token-based with special wildcards for more gen-
eral rules.

CRYSTAL
CRYSTAL [Soderland, 1996] learns free-text multi-slot ex-
traction rules named concept definitions, which are build of
lexical, semantic and syntactic constraints. They operate
on sentences or syntactic constituents that are created by
a sentence analyzer. Concept definitions are induced in a
bottom-up covering manner by generalizing most specific
seed rules created from uncovered training instances. A
seed rule is merged with the most similar concept defini-
tion of the initial rule base.

LP2

This method [Ciravegna, 2003] operates on all three kinds
of documents. It learns separate rules for the beginning
and the end of a single slot. So called tagging rules insert
boundary SGML tags and additionally induced correction
rules shift misplaced tags to their correct positions in order
to improve precision. The learning strategy is a bottom-up
covering algorithm. It starts by creating a specific seed in-
stance with a window of w tokens to the left and right of
the target boundary and searches for the best generaliza-
tion. Other linguistic NLP-features can be used in order to
generalize over the flat word sequence.

RAPIER
RAPIER [Califf and Mooney, 2003] induces single slot ex-
traction rules for semi-structured documents. The rules
consist of three patterns: a pre-filler, a filler and a post-filler
pattern. Each can hold several constraints on tokens and
their according POS-tag- and semantic information. The
algorithm uses a bottom-up compression strategy, starting
with a most specific seed rule for each training instance.
This initial rule base is compressed by randomly selecting
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Name Strategy Document Slots Features, Auxiliaries, Characteristics

BWI Boosting, TD Struct, Semi Single, Boundary Tokens/Wildcards, AdaBoost,  Voting

CRYSTAL BU Cover Semi, Free Multi Syntax, POS, Semantic, Stem

LP² BU Cover All Single, Boundary Morph, Gazetteer, POS

RAPIER TD/BU Compr. Semi Single POS, Semantic

SRV TD Cover Semi Single FOL, Relational, Semantic, Syntactic

WHISK TD Cover All Multi Syntax, POS, Semantic

WIEN CSP Struct Multi, Rows Substrings

Figure 2: Overview of the adressed methods. (TD = Top-Down, BU = Bottom-Up)

rule pairs and search for the best generalization. Consider-
ing two rules, the least general generalization (LGG) of the
slot fillers are created and specialized by adding rule items
to the pre- and post-filler until the new rules operate well
on the training set. The best of the k rules (k-beam search)
is added to the rule base and all empirically subsumed rules
are removed.

SRV
SRV [Freitag, 2000] uses single-slot first order logic (FOL)
rules to classify a given text fragment. It is an ILP system
based on FOIL and is suitable for all three kinds of docu-
ments dependent on the used feature set. Rules are created
in a top-down covering manner from positive and negative
instances by starting with a general rule and adding liter-
als until the rule operates well on the training set. It uses
a feature-set containing simple attribute-value features and
relational features.

WHISK
Another multi-slot method is WHISK [Soderland et al.,
1999]. It can operate on all three kinds of documents and
learns single- or multi-slot rules looking similar to regu-
lar expressions. The top-down covering algorithm begins
with the most general rule and specializes it by adding sin-
gle rule terms until the rule makes no errors on the training
set. Domain specific classes or linguistic information ob-
tained by a syntactic analyzer can be used as additional fea-
tures. The exact definition of a rule term (e.g. a token) and
of a problem instance (e.g. a whole document or a single
sentence) depends on the operating domain and document
type.

WIEN
WIEN [Kushmerick et al., 1997] is the only method listed
here that operates on highly structured texts only. It in-
duces so called wrappers that anchor the slots by their
structured context around them. The HLRT (head left right
tail) wrapper class for example can determine and extract
several multi-slot-templates by first separating the impor-
tant information block from unimportant head and tail por-
tions and then extracting multiple data rows from table like
data structures from the remaining document. Inducing a
wrapper is done by solving a CSP for all possible pattern
combinations from the training data.

Figure 2 gives a short overview of the adressed methods
by summarizing the strategy of the algorithm, the allowed
document types, the extraction output and the commonly
used features, auxiliary methods or further characteristics.

3.3 The TEXTRULER System
The prototype of the TEXTRULER system was developed
in [Hermann, 2009] and is currently being extended. Fig-
ure 3 shows a screenshot of the TEXTMARKER system and
the integrated TEXTRULER system. Different components
for the creation of labeled training documents, configura-
tion of the selected methods and visualization of the learned
rules allow the usage of the presented semi-automatic pro-
cess model. Currently, prototypes of four of the six pre-
sented methods are implemented for the TEXTMARKER
language and three3 of them are rated extracting headlines
for diagnoses, therapies and examinations in medical dis-
charge letters. The following criteria adress the usefulness
of the methods for a knowlegde engineer:

Comprehensibility
The comprehensibility of the learned rules is essential for
the introspection, selection and further engineering of the
new rules. The structure and length should not conceal the
coherences between the patterns in the input document and
the used features and language constructs of the rules.

Extensibility
The knowledge engineer should be able to extend and op-
timize the proposed rules by adapting and generalizing the
language elements and their used features. A transfer of
the rules to other domains and the possible improvement
especially by the human way of thinking are rated.

Integratability
The learned rules need to be integrated in the existing rule
set. This criteria weights the straightforwardness of the in-
tegration and transferable constructs, e.g., rules.

Usage of Features
The methods’ usage of the given features and in particular
the additional features of the extended rule set is of central
interest for an iterative knowledge engineering. Therefore,
not only the included features, but also their types and con-
cepts for further improvements are rated.

Result, Performance
The time spent on learning and the amount of learned rules
should be adequate. Finally, the extraction speed and accu-
racy of the rules in the focused domain are rated.

The results of the qualitative rating of the methods’ current
implementations are listed in figure 4. The boundary rule
representation of LP2 impairs the readability and the fur-
ther engineering. The lack of integrated features and the

3Only LP2, WHISK, and RAPIER have been rated, since
WIEN is not applicable for the learning task.

KDML

58



Figure 3: The TEXTRULER System: (A) Part of the TEXTMARKER development environment. (B) Editor for creating
labeled training documents. (C) Control panel of the TEXTRULER system for the selection of methods and their parameters.
(D) Results of the current semi-automatic development iteration.

necessary time spent on learning of RAPIER and WHISK
prevent their practical usage. However, both methods are
able to gain on LP2, if their performance and features are
improved. For a detailed feedback see [Hermann, 2009].

LP² WHISK RAPIER

Comprehensibility 6 8 6

Extensibility 6 7 5

Integratability 6 8 7

Usage of Features 9 2 2

Result, Performance 9 3 1

Overall 36 28 21

Figure 4: Qualitative rating of the current implementations
in the TEXTRULER framework. (1 = weak, 10 = good)

4 Conclusions
In this paper, we have described a framework for the semi-
automatic development of rule-based information extrac-
tion applications. We have presented the TEXTRULER and
the TEXTMARKER systems implementing the presented
approach. The TEXTRULER system provides the machine
learning methods and is embedded into the TEXTMARKER
system. The current prototypical implementations have
been rated using a case study in the medical domain.

For future work, the implemented methods need to be
improved, especially the used TextMarker language con-
structs and the features that are applied for annotation and
information extraction. Additionally, we want to imple-
ment a more comprehensive set of learning methods cov-
ering all the discussed techniques. Furthermore, we also
aim to develop novel methods that are optimized for TEXT-
MARKER, especially using the provided language con-
structs.
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Abstract
This paper presents a novel approach for meta-
level information extraction (IE). The common
IE process model is extended by utilizing trans-
fer knowledge and meta-features that are created
according to already extracted information. We
present two real-world case studies demonstrat-
ing the applicability and benefit of the approach
and directly show how the proposed method im-
proves the accuracy of the applied information
extraction technique.

1 Introduction
While structured data is readily available for information
and knowledge extraction, unstructured information, for
example, obtained from a collection of text documents can-
not be directly utilized for such purposes. Since there is
significantly more unstructured (textual) information than
structured information e.g., obtained by structured data ac-
quisition information extraction (IE) methods are rather
important. This can also be observed by monitoring the
latest developments concerning IE architectures, for ex-
ample UIMA [Ferrucci and Lally, 2004] and the respec-
tive methods, e.g., conditional random fields (CRF), sup-
port vector machines (SVM), and other (adaptive) IE meth-
ods, cf., [McCallum and Li, 2003; Turmo et al., 2006;
Li et al., 2008].

Before IE is applied, first an IE model is learned and gen-
erated in the learning phase. Then, the IE process model
follows a standard approach depicted in Figure 1: As the
first step of the process itself, the applicable features are
extracted from the document. In some cases, a (limited
form of) knowledge engineering is used for tuning the rel-
evant features of the domain. Finally, the generated model
is applied on the data such that the respective IE method
selects or classifies the relevant text fragments and extracts
the necessary information.

With respect to the learning phase, usually machine-
learning related approaches like candidate classification,
windowing, and markov models are used. Often SVMs or
CRFs are applied for obtaining the models. The advan-
tages of CRFs are their relation to the sequence labeling
problem, while they do not suffer from the dependencies
between the features. However, a good feature selection
step is still rather important. The advantages of SVMs are
given by their automatic ranking of the input features and
their ability to handle a large number of features. There-
fore, less knowledge engineering is necessary. However,
the IE task can also be implemented by knowledge engi-
neering approaches applying rules or lambda expressions.

In the case studies we present a rule-based approach that is
quite effective compared to the standard approaches.

Feature 
Extraction

IE ModelDocument Information

Figure 1: Common Process Model for Information Extrac-
tion.

Specifically, this paper proposes extensions to the com-
mon IE approach, such that meta-level features that are
generated during the IE process can be utilized: The cre-
ation of the meta-level features is based on the availability
of already extracted information that is applied in a feed-
back loop. Then repetitive information like structural repe-
titions can be processed further by utilizing transfer knowl-
edge. Assuming that a document, for example, is written
by a single author, then it is probably the case that the same
writing and layout style is used for all equivalent structures.
We present two real-world case studies demonstrating the
applicability and benefit of the approach and show how the
proposed method improves the accuracy of the applied in-
formation extraction technique.

The rest of the paper is structured as follows: Section 2
presents the proposed novel process model for information
extraction extending the standard process. We first moti-
vate the concrete problem setting before we discuss the ex-
tensions in detail and specifically the techniques for meta-
level information extraction. After that, Section 3 presents
two real-world case studies: We demonstrate the applica-
bility of the presented approach, for which the results di-
rectly indicate its benefit. Next, we discuss related work.
Finally, Section 4 concludes with a summary of the pre-
sented approach and points at interesting directions for fu-
ture research.

2 Meta-Level Information Extraction
In the following, we first motivate the proposed approach
by presenting two examples for which the commonly ap-
plied standard process model is rather problematic. Next,
we present the process model for meta-level information
extraction and discuss its elements and extensions in detail.

2.1 Problem Statement
To point out certain flaws of the standard process, we dis-
cuss examples concerning information extraction from cur-
ricula vitae (CV) and from medical discharge letters. Both
application domains indicate certain problems of the com-
mon process model for information extraction and lead to
following claim:
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Claim: Using already extracted information
for further information extraction can often ac-
count for missing or ambiguous features and in-
crease the accuracy in domains with repetitive
structure(s).

Example 1: CVs
For the extraction from CV documents, a predefined tem-
plate with slots for start time, end time, title, company and
description is filled with the corresponding text fragments.
The text segments describing experiences or projects are
used to identify a template. Then, the slots of the templates
are extracted. Often the company can be identified using
simple features, e.g., common suffixes, lists of known or-
ganizations or locations. Yet, these word lists cannot be ex-
haustive, and are often limited for efficiency reasons, e.g.,
for different countries. This can reduce the accuracy of the
IE model, e.g., if the employee had been working in another
country for some time.

Humans solve these problems of missing features, re-
spectively of unknown company names, by transferring al-
ready ’extracted’ patterns and relations. If the company, for
example, was found in the third line of ninety percent of all
project sections, then it is highly probable that an ’unclear’
section contains a company name in the same position.

Example 2: Medical discharge letters
Medical discharge letters contain, for example, the obser-
vations, the history, and the diagnoses of the patient. For
IE, different sections of the letter need to be identified: The
headlines of a section cannot only help to create a segmen-
tation of the letter, but also provide hints what kind of sec-
tions and observations are present. Since there are no re-
strictions, there is a variety of layout structure; Figure 2
shows some examples: Whereas the headlines in (A) are
represented using a table, (C+D) use bold and underlined.
However, (B) and (F) color the headlines’ background and
use bold and underlined for subheaders.

Some physicians writing the discharge letters apply lay-
out features only to emphasize results and not for indicat-
ing a headline. It is obvious, that a classification model
can then face significant problems, if the relation between
features and information differs for each input document.
In contrast, humans are able to identify common headlines
’semantically’ using the contained content (words). Then,
they transfer such significant features to other text frag-
ments and extract headlines with a similar layout.

2.2 Process Model

The human behavior solving the flaws of the common IE
process model seems straight forward, yet its formaliza-
tion using rules or statistical models is quite complex. We
approach this challenge by proposing an extended process
model, shown in figure 3: Similar to the common IE pro-
cess model, features are extracted from the input document
and are used by a static IE model to identify the infor-
mation. Expectations or self-criticism can help to identify
highly confident information and relevant meta-features.

Transfer knowledge is responsible for the projection or
comparison of the given meta-features. The meta-features
and transfer knowledge elements make up the dynamic IE
model and are extended in an incremental process. The
elements of the process model are discussed in more detail
in the following:

Feature 
Extraction

Static

IE Model

Document

Certain & Uncertain

Information

Expectations 
Transfer Knowledge

Self‐Criticism

Confident

Information

Dynamic

IE Model

extends

Meta‐
Features

Figure 3: Extended process model with meta-features and
transfer knowledge.

Meta-Features
Relations between features and information, respectively
patterns, are explicitly implemented by meta-features.
These are not only created for the extracted information,
but also for possible candidates. A simple meta-feature, for
example for the extraction of headlines, states that the bold
feature indicates a headline in this document.

Expectations and Self-Criticism
Since even only a single incorrect information can lead
to a potentially high number of incorrect information, the
correctness and confidence of an information is essential
for the meta-level information extraction. There are two
ways to identify an information suitable for the extrac-
tion of meta-features. If the knowledge engineer already
has some assumptions about the content of the input docu-
ments, especially on the occurrence of certain information,
then these expectations can be formalized in order to in-
crease the confidence of the information. In the absence of
expectations, self-criticism of the IE model using features
or a confidence value can highlight a suitable information.
Furthermore, self-criticism can be used to reduce the in-
correct transfer of meta-features by rating newly identified
information.

Transfer Knowledge
The transfer knowledge models the human behavior in
practice and can be classified in three categories: Agglom-
eration knowledge processes multiple meta-features and
creates new composed meta-features. Then, projection
knowledge defines the transfer of the meta-features to pos-
sible candidates of new information. Comparison knowl-
edge finally formalizes how the similarity of the meta-
features of the original information and a candidate infor-
mation is calculated. The usage of these different knowl-
edge types in an actual process depends on the kind of
repetitive structures and meta-features. In section 3, spe-
cific examples of these elements are explained in the con-
text of their application.

3 Case Studies
For a demonstration of the applicability and benefit of the
approach, the two subtasks of the IE applications intro-
duced earlier are addressed. The meta-level approach is
realized with the rule-based TextMarker system and the sta-
tistical natural language processing toolkit ClearTK [Ogren
et al., 2008] is used for the supervised machine learning
methods CRF1 and SVM2. The three methods operate in
the same architecture (UIMA) and process the identical

1Mallet (http://mallet.cs.umass.edu/)
2SVMLight (http://svmlight.joachims.org/)
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A B C D E F

Figure 2: Examples of different headlines in medical discharge letters.

features. The same documents are applied for the train-
ing and test phase of the machine learning approaches and
intentionally no k-fold cross evaluation is used, since it is
hardly applicable for the knowledge engineering approach.
Yet, the selected features do not amplify overfitting, e.g.,
no stem information is used. The evaluation of the SVM
did not return reasonable values, probably because of the
limited amount of documents and features in combination
with the selected kernel method. Therefore, only results of
the meta-level approach and CRF are presented using the
F1-measure.

3.1 The TextMarker System

The TEXTMARKER system3 is a rule-based tool for infor-
mation extraction and text processing tasks [Atzmueller et
al., 2008]. It provides a full-featured development environ-
ment based on the DLTK framework4 and a build process
for UIMA Type Systems and generic UIMA Analysis En-
gines [Ferrucci and Lally, 2004]. Different components for
rule explanation and test-driven development [Kluegl et al.,
2008] facilitate the knowledge engineering of rule-based
information extraction components. The basic idea of the
TEXTMARKER language is similar to JAPE [Cunningham
et al., 2000]: rules match on combinations of predefined
types of annotations and create new annotations. Further-
more, the TEXTMARKER language provides an extension
mechanism for domain dependent language elements, sev-
eral scripting functionalities and a dynamic view on the
document. Due to the limited space, we refer to [Atz-
mueller et al., 2008; Kluegl et al., 2008] for a detailed de-
scription of the system.

3http://textmarker.sourceforge.net/
4http://www.eclipse.org/dltk/

3.2 CVs
In this case study, we evaluate a subtask of the extraction of
CV information: Companies in a past work experience of
a person, respectively the employer. The corpus contains
only 15 documents with 72 companies. The selected fea-
tures consists of already extracted slots, layout information,
simple token classes and a list of locations of one coun-
try. The meta-features are based on the position of confi-
dent information dependent on the layout and in relation
to other slots. Agglomeration knowledge uses these meta-
features to formalize a pattern of the common appearance
of the companies. Then, projection knowledge uses this
pattern to identify new information, that is rated by rules
for self-criticism. In Figure 4, the results of the evaluation
are listed. The meta-level approach achieved a F1-measure
of 97.87% and the CRF method reached 75.00%. The low
recall value of the CRF is caused by the limited amount of
available features. However, the meta-level approach was
able to compensate for this loss using the meta-features.

3.3 Medical discharge letters
A subtask of the extraction of information from medical
discharge letters is the recognition of headlines. In order
to evaluate the approaches we use a corpus with 141 doc-
uments and 1515 headlines. The extracted features con-
sist mainly of simple token classes and layout informa-
tion, e.g., bold, underlined, italic and freeline. In this
case study, the expectation to find a Diagnose or Anamnese
headline is used to identify a confident information. Then,
meta-features describing its actual layout are created and
transferred by projection knowledge. Finally, comparison
knowledge is used to calculate the similarity of the layout
of the confident information and a candidate for a head-
line. The results of the evaluation are shown in figure 4:
The meta-level approach was evaluated with 97.24% and
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the CRF method achieved a F1-measure of 87.13%. CRF
extracted the same headlines as the meta-level approach in
many documents. However, the conflicting layout styles
of the some authors caused, as expected, a high number of
false negative errors resulting in a lower recall value.

CVs Precision Recall F1

CRF 93.75% 62.50% 75.00%

META 100.00% 95.83% 97.87%

Medical Precision Recall F1

CRF 97.87% 78.52% 87.13%

META 99.11% 95.44% 97.24%

Figure 4: Results of the CVs and medical discharge letters
evaluation

3.4 Related Work and Discussion
In the case studies, we have seen that the proposed ap-
proach performs very promising and achieves considerably
better accuracy measures than the approach using machine
learning techniques. The machine learning methods would
potentially perform better using more or ’better’ features,
however, the same is true for the meta-level IE approach.
The approach is not only very effective but also rather ef-
ficient, since the proposed approach required only about
1-2 hours for formalizing the necessary meta-features and
transfer knowledge, significantly less time than the time
spent for the annotation of the examples.

To the best of the authors’ knowledge, the approach is
novel in the IE community and application. However, sim-
ilar ideas to the core idea of transferring features have been
addressed in the feature construction and inductive logic
programming community, e.g., [Flach and Lavrac, 2000].
However, in this context there is no direct ’feedback’ ac-
cording to a certain process, and also no distinction be-
tween meta-features and transfer knowledge that is pro-
vided by the presented approach. According to the anal-
ogy of human reasoning, it is often easier to formalize each
knowledge element separately. Especially in information
extraction, there are approaches using extracted informa-
tion in a meta-learning process, e.g., [Sigletos et al., 2003].
However, compared to our approach no meta-features de-
pendent on extracted information and no transfer knowl-
edge is used. The proposed approach is able to adapt to
peculiarities of certain authors of the documents, similarly
to the adaptation phase of common speech processing and
speech understanding systems.

4 Conclusions
In this paper, we have presented a meta-level informa-
tion extraction approach that extends the common IE pro-
cess model by including meta-level features. These meta-
features are created using already extracted information,
e.g., given by repetitive structural constructs of the present
feature space. We have described a general model for the
application of the presented approach, and we have demon-
strated its benefit in two case studies utilizing a rule-based
system for information extraction.

For future work, the exchange of transfer knowledge
and meta-features between documents can further enrich
the process model in specific domains. We plan to extend
the approach in order to incorporate the automatic acqui-
sition of transfer knowledge. Techniques from inductive
logic programming [Thomas, 2005] can potentially provide
helpful methods and support the knowledge engineer to au-
tomatically acquire the needed transfer and meta knowl-

edge. For the automatic acquisition, self criticism capabil-
ities and the inclusion of the expectations of the developer
are essential. Finally, we are also planning to combine the
approach with learning methods, like SVM and CRF.
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Abstract 
Knowledge about human goals has been found to 
be an important kind of knowledge for a range of 
challenging problems, such as goal recognition 
from peoples’ actions or reasoning about human 
goals. Necessary steps towards conducting such 
complex tasks involve (i) acquiring a broad range 
of human goals and (ii) making them accessible 
by structuring and storing them in a knowledge 
base. In this work, we focus on extracting goal 
knowledge from weblogs, a largely untapped re-
source that can be expected to contain a broad 
variety of human goals. We annotate a small 
sample of weblogs and devise a set of simple lex-
ico-syntactic patterns that indicate the presence 
of human goals. We then evaluate the quality of 
our patterns by conducting a human subject 
study. Resulting precision values favor patterns 
that are not merely based on part-of-speech tags. 
In future steps, we intend to improve these pre-
liminary patterns based on our observations. 

 

1 Knowledge about Human Goals 
Knowledge about human goals has been found to be an 
important kind of knowledge for a range of challenging 
research problems, such as goal recognition from people’s 
actions, reasoning about people’s goals or the generation 
of action sequences that implement goals (planning) 
[Schank and Abelson, 1977]. In contrast to other kinds of 
knowledge, e.g. commonsense, knowledge about human 
goals provides a different perspective on textual resources 
putting more emphasis on future aspects and activities. 
We regard the acquisition of this knowledge as a first step 
towards conducting complex tasks such as planning.  

Regardless whether the knowledge to extract is about 
human goals, commonsense [Liu and Singh, 2004] or the 
world in general [Schubert and Tong, 2003; Clarke, 
2009], the acquisition process often includes the applica-
tion of indication and extraction patterns. Moreover, 
knowledge acquisition approaches differ in how much 
manual intervention is necessary (or desired) in the know-
ledge acquisition process. Existing approaches include 
utilizing human knowledge engineering [Lenat, 1995],   
volunteer-based [Liu and Singh, 2004], game-based [Lie-
berman et al., 2007; von Ahn, 2006] or semiautomatic 
approaches [Eslick, 2006]. Yet, in this paper we are inter-
ested in approaching the question how knowledge about 
human goals can be automatically derived from social 
media text, in our case weblogs. To give an example, here 

is a snippet of a blog post where human goals are under-
lined: 

Last September, we moved into our new home. I had 
plans for this home, the first house--not apartment--
my husband and I would live in. I was going to refi-
nish some hand-me-down furniture we have, and I 
was going to plant a wonderful garden, starting with 
bulbs that would bloom in the spring. Crocuses, 
hyacinths, tulips--all of my favorites. And I would 
know, all winter long, that they were sleeping in the 
dark, cold soil, waiting to awake with the first light 
and warmth of spring 

 
Though weblogs exhibit some disadvantages when it 
comes to quality issues, e.g., textual content is prone to 
noise, we can expect that weblogs contain a broad variety 
of human goals. In the remaining part, we describe our 
approach to address goal extraction from open text by 
deriving and evaluating a first set of lexico-syntactic pat-
terns. We then discuss strengths and weaknesses of our 
patterns based on a small human subject study in order to 
improve them in future steps.  

2 Patterns To Extract Human Goals 
We employ and adapt the definition from [Tatu, 2005] 
who defines human goals as: “Expressions of a particular 
action that shall take place in the future, in which the 
speaker is some sort of agent.” The following, exemplary 
sentence taken from the blog post snippet presented 
above: “I was going to refinish some hand-me-down furniture” 
indicates the person’s intention to prettify some furniture. 
In contrast to Tatu’s definition, we do not include infor-
mation about the speaker into our patterns to keep them 
simple. However, the idea to include this kind of informa-
tion is discussed in Section 3.3. When comparing our 
setup to [Tatu, 2005]’s, we can observe three differences. 
Firstly, the author developed part-of-speech patterns by 
annotating and examining samples from the Brown cor-
pus. Working on the Brown corpus is advantageous be-
cause this corpus has already been tagged – the chance of 
getting incorrect part-of-speech tags is thereby reduced. 
Secondly, the language used in the Brown corpus is dif-
ferent than language used in weblogs. Thirdly, [Tatu, 
2005]’s motivation to address challenges in question ans-
wering (QA). She expected that sentences containing 
expressions of human goals are better suited to answer a 
certain kind of questions. Textual resources in the QA 
domain exhibit other characteristics than weblogs, for 
instance, people use weblogs to tell stories or write diary-
like entries. We hypothesize that extraction patterns yield 
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different results depending on weblog characteristics, e.g., 
does the weblog contain a story-like structure or not?  

We followed a common path to acquire knowledge 
from textual resources by manually examining the textual 
environment to identify appropriate patterns [Hearst, 
1992]. As a first step, we drew a small, random sample (~ 
100 blog posts) from the ICWSM 2009 Spinn3r Dataset 
[Burton et al., 2009] and annotated the textual contents 
according to the above definition. The annotation task was 
conducted by one of the authors and an undergraduate 
student. Table 1 illustrates ten resulting, lexico-syntactic 
patterns based on these annotations which are partly in-
spired by patterns by [Tatu, 2005]. She employs these 
patterns to identify sentences containing intentional ex-
pressions in order to build up a training set for further 
experiments. Part-of-speech tags throughout this paper are 
consistent with the Penn Treebank Tag Set. 

 
Table 1: Lexico-syntactic patterns to identify and extract 
human goals and matching instances. (*) denotes no, one or 
several occurrences, (+) denotes at least one occurrence, (?) 
denotes one optional occurrence and (|) denotes a logical OR. 

Nr. Lexico-Syntactic Patterns Matching Instances 
1 <VB|VBZ> <TO> <VB> needs/VBZ to/TO organize/VB 

2 <NN.*> <TO> <VB> alcohol/NN to/TO get/VB 

3 <JJ> <TO> <VB.*> available/JJ to/TO read/VB 

4 <VB> <DT> <NN.*> find/VB a/DT keyboard/NN 

5 <WANT> <TO> <VB> wanted/VBD to/TO kill/VB 

6 <INTEND> <TO> <VB> intend/VBP to/TO quit/VB 

7 <INTENT|PURPOSE|GOAL| 

OBJECTIVE><VBZ><TO><VB| NN.*>* 

goal/NN is/VBZ to/TO eat/VB 

8 <LIKE> <TO> <VB.*> like/VB to/TO share/VB 

9 <WANT> < PRP> <TO> <VB> wants/VBZ them/PRP to/TO go/VB 

10 <GET> <PRP> <DT>? <NN.*> | <VB.*> get/VB you/PRP to/TO purchase/VB 

 
In the next section, we apply our extraction patterns to a 
larger sample of weblogs. We then evaluate the quality of 
every pattern by calculating precision values. 

3 Quality & Characteristics 
In this section, we briefly describe our data preparation 
steps and pattern matching process. We report precision 
results of preliminary study on a set of ~205.000 blog 
posts and discuss observed weaknesses of our patterns. 
We conclude this section with suggesting several possibil-
ities to improve and extend the patterns to extract know-
ledge about human goals. 

3.1 Data Sets 
For our experiments, we used the ICWSM 2009 Spinn3r 
Dataset which comprises 44 million blog posts made 
between August 1st and October 1st, 2008. We randomly 
drew ~205.000 blog posts and further separated them into 
two datasets – one with posts containing stories – one 
with posts containing non-stories. We hypothesize that 
blog posts telling a story contain more human goals than 
other blog posts.  We use work from [Gordon and Reid, 
2009] that defines a story as a series of causally related 
events in the past. They developed an automatic algorithm 
to identify blog posts most likely containing a story (re-
ported precision values up to 75%). Moreover, they pro-
vide an index of all blog posts in the ICWSM 2009 
Spinn3r Dataset that were classified as containing story-
like structures. Using this information, we obtained two 

datasets – one containing posts with stories (~3000) and 
one containing posts without stories (~202.000). 

3.2 Data Preparation 
We first extracted the content of the <description> field in 
the corresponding xml files of the random sample. Since 
the textual content of the weblogs was often messy, we 
had to clean it as preparation for the subsequent part-of-
speech tagging. The cleaning procedure included remov-
ing html snippets and special characters. For the process 
of part-of-speech tagging and pattern matching, we used 
functionality of the Natural Language Processing Toolkit 
(NLTK1) in combination with Python as programming 
language.  

3.3 Strengths and Weaknesses of our  
 Goal Extraction Patterns 

We applied our patterns from Table 1 to two datasets (see 
Section 3.1) which were randomly drawn from the 
ICWSM 2009 Spinn3r Dataset (tiergroups 1-3). 

Table 2 shows the number of matches per extraction 
pattern. The frequency numbers corroborate our hypothe-
sis that there is a higher potential for the presence of hu-
man goals weblogs containing a story. Since there are ~67 
times more blog posts containing non-stories than stories, 
the numbers are not directly comparable. In order to com-
pare them, we calculate the ratio of (number of found goal 
instances) vs. (number of blog posts). We notice that the 
ratio is always highly in favor of the blog posts containing 
stories. Consider for example ratios for the first pattern 
<VB|VBZ> <TO> <VB>: 486/3,000 = 0.16 for stories vs. 
6,220/202,000 = 0.03 for non-stories. 
 
Table 2 illustrates the number of matched goal instances per 
extraction pattern as well as precision values (sample size of 
20) for both story and non-story content. 

Lexico-Syntactic  
Patterns 

Story Set 
(#3.000) 

Non-Story Set 
(#202.000) 

 Freq. Prec. Freq. Prec. 

<VB|VBZ> <TO> <VB> 486 0.1 6220 0 

<NN.*> <TO> <VB> 2018 0 6661 0 

<JJ> <TO> <VB.*> 677 0.05 5424 0.06 

<VB> <DT> <NN.*> 1405 0.06 15129 0 

<WANT> <TO> <VB> 398 0,53 3614 0.37 

<INTEND> <TO> <VB> 10 0.6 86 0.5 

<INTENT|PURPOSE|GOAL|OBJECTI

VE><VBZ><TO><VB| NN.*>* 

2 0.5 39 0.82 

<LIKE> <TO> <VB.*> 36 0.16 592 0.18 

<WANT> < PRP> <TO> <VB> 30 0.83 291 0.11 

<GET> <PRP> <DT>? <NN.*> | 

<VB.*> 

16 0.25 47 0.32 

 
For every pattern, an undergraduate student rated a maxi-
mum number of 40 matched instances whether a human 
goal is expressed or not. The student took the context 
(sentence boundary) into account when he rated the 
matched instances. The precision values for every pattern 
are calculated based upon 20 instances from story content 
and 20 instances from non-story content. In five cases, 
where the pattern matched fewer than 20 instances, the 
precision values are based on a slightly lower number of 
rated samples.   

                                                 
1 http://www.nltk.org/ 
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To discuss strengths and weaknesses, we group our pat-
terns into three categories and provide positively and 
negatively rated instances per pattern category, i.e. true 
positives and false positives. The first category (Nr. 1 to 
4) contains pure part-of-speech patterns, the second cate-
gory (Nr. 5 to 8) contains part-of-speech patterns com-
bined with goal keywords and patterns of the third group 
(Nr. 9 to 10) can be expected to extract not only goal 
knowledge but to extract additional information on the 
participants involved. 
 We can observe that precision values in the first catego-
ry are low. Though these pure part-of-speech patterns 
produce a lot of matches, the matched instances appear 
too general and are therefore inappropriate to extract hu-
man goals. Moreover, positive examples are partly 
matched by other categories such as “want him to learn to 
ride a bike” which actually serves as positive examples for 
patterns Nr. 1 and Nr. 4. Table 3 shows true and false 
positives extracted by these patterns. 
 
Table 3 shows true and false positives of extracted human 
goals (from patterns Nr.1-4). 

Matched Instance Context Goal 
learn/VB to/TO ride/VB that want him to learn to ride a bike. yes 

have/VB to/TO agree/VB I might have to agree on some levels no 

car/NN to/TO go/VB We got in the car to go to the hospital no 

things/NNS to/TO load/VB I just have a few more things to load no 

willing/JJ to/TO believe/VB I am willing to believe in love yes 

ready/JJ to/TO take/VB I was ready to take that chance with you no 

ride/VB a/DT bike/NNP that want him to learn to ride a bike yes 

take/VB another/DT night/NN I can’t take another night of this no 

 
Patterns in the second category almost all achieved a pre-
cision value higher than 50% except for two patterns. The 
first one is pattern Nr. 8. When reviewing the matched 
instances, we find sentences such as: “She swims a lot   and 
likes to drink lake water.” (see Table 4) where a person’s 
preferences are expressed. We would rather like to match 
sentences such as “I like to play soccer in the evening” imply-
ing an action that takes place in the future. Therefore, in 
order to improve this pattern, we could require the pres-
ence of certain temporal expressions such as ‘today’ or 
‘tomorrow’. The second exception is pattern Nr. 7 (story 
content) where the moderate precision value is most likely 
due to the low number of matches. In case of the non-
story content, this pattern yields high precision values 
demonstrating its usefulness.  
 
Table 4 shows true and false positives of extracted human 
goals (from patterns Nr.5-8). 

Matched Instance Context Goal 
wanted/VBD to/TO go/VB I never wanted to go back to school yes 

wants/VBZ to/TO do/VB he wants to do it no 

intend/VBP to/TO get/VB I intend to get up at 7:30 yes 

intend/VB to/TO stay/VB Jean, do you intend to stay here until 

morning? 

no 

goal/NN is/VBZ to/TO eat/VB the ultimate goal is to eat the cookie yes 

goal/NN is/VBZ to/TO on what makes a safe tire. With all your 

communications, you goal is to. 

no 

like/VB to/TO move/VB We would like to move into this house 

sometime before the year 2020 

yes 

like/VBP to/TO do/VB She swims a lot and likes to drink lake 

water. 

no 

 

Examining the remaining three negative examples in 
Table 4, we can gain further insights on how to improve 
the extraction patterns. The first negative instance: “He 
wants to do it” can be avoided by simply requiring the 
pattern to end in a verb phrase. 
 
<WANT> <TO> <VB> <WANT> <TO> (<VB><DT>?<JJ>*<NN.*>+)

<INTEND> <TO> <VB> <INTEND> <TO> (<VB><DT>?<JJ>*<NN.*>+)

 
The second negative instance: “Jean, do you intend to stay 
here until morning?” suggests to check whether the sentence 
is interrogative or not. A simple approach would be to 
take punctuation information into account, yet in case of 
weblog content punctuations might not always be pro-
vided. 

The third negative instance: “With all your communica-
tions, you goal is to” can be easily avoided by adapting the 
pattern to require at least one verb or noun after the part-
of-speech tag <TO>. In the same step, one might think of 
including plural forms of the keywords “goal, purpose, 
intent and objective” into the pattern. 
  
<GOAL><VBZ><TO><VB| NN.*>*  <GOAL><VBZ><TO><VB| NN.*>+

 
In summary, we can speculate that the more patterns take 
advantage of context information the more accurate the 
extracted instances are. True and false positives of pat-
terns Nr.5-8 are illustrated in Table 4. 
 
Patterns in the third category exhibit an additional charac-
teristic compared to the other two categories. To give an 
example where pattern Nr.9 matched following chunk 
(wanted/VBD me/PRP to/TO buy/VB) that was part of the sentence: 
“he wanted me to buy him a new chair”. Besides the purchase 
of a chair as a future action, we learn something about the 
relation among the participants. This information can be 
used when trying to identify the goal carrier, i.e. the per-
son who actually issues her goal.  

Table 5 illustrates true and false positives that were ex-
tracted by patterns Nr. 9 and Nr. 10. 

 
Table 5 shows true and false positives of extracted human 
goals (from patterns Nr. 9-10). 

Matched Instance Context Goal 
wants/VBZ me/PRP to/TO 

send/VB 

He wants me to send him a hard copy yes 

wanted/VBD it/PRP to/TO 

be/VB 

I wanted it to be about me. no 

get/VB him/PRP to/TO 

email/VB 

Mum went to contact her former pupil and 

get him to email me 

yes 

get/VB you/PRP to/TO 

do/VB 

really have better things to do, so I’m going 

to get you to do it 

no 

 

3.4 Potential Extensions 
In the previous subsection, we described various im-
provement strategies that were based on examining a 
small sample of false positives. In this subsection, we 
discuss potential benefits of including other feature types 
than only keywords and part-of-speech tags. 
 
At present state, many false positives are due to incorrect 
part-of-speech tagging. We intend to examine whether we 
could become independent from tagging quality by, for 
example, only using lexical and punctuation features. A 
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conceivable approach could be to (i) identify indicators 
such as “intend to” and (ii) take the remaining tokens till the 
next punctuation is reached. Regular expressions represent 
a means to implement this approach which is then to be 
evaluated. 

A more complex approach involves identifying the 
verb’s agent to ensure the identified goal belongs to a 
person [Tatu, 2005]. Including this feature could avoid 
false positives such as: “The dog is going to bite the postman”. 
However, the annotation of open text with linguistic fea-
tures such as semantic roles and predicate argument struc-
tures is challenging. Challenges include (i) incorrect part-
of-speech tagging and (ii) lack of adequate tools to anno-
tate semantic roles. Thus, we suggest employing linguistic 
resources such as PropositionBank [Palmer et al., 2005] 
and FrameNet [Baker et al., 1998] that might help to 
evolve our patterns. The main advantage, for example, of 
the PropositionBank corpus is that it is already annotated 
not only with part-of-speech tags and parse tree informa-
tion but with predicate-argument structures as well. An 
interesting next step would be to apply our patterns to the 
PropositionBank corpus to learn how the additional, lin-
guistic information can be included in our patterns.  

4 Summing Up 
In this paper, we present work in progress towards gene-
rating a knowledge base that contains a broad spectrum of 
human goals. By analyzing such a knowledge base of 
human goals, we could learn something about people’s 
current (crawling date) motivations and intentions. We 
expect that weblogs are an appropriate source for acquir-
ing this knowledge. As a first step, we evaluate a set of 
simple patterns to identify human goals in weblogs. We 
intend to extend these patterns based on our observations, 
above all to include verb phrases – apparently the predo-
minant carrier of human goal expressions. With regard to 
our objective of generating a knowledge base of human 
goals, we deem precision of our patterns more important 
than recall. 

We reckon that aspects of this work could inform social 
applications e.g. search in weblogs. While traditional 
systems search and rank weblogs based on content infor-
mation, information about the goal a blogger pursues has 
not yet been taken into account. One could imagine a blog 
search system that ranks weblogs based on shared goals.  
Knowledge about goals could also provide a novel way to 
identify weblog communities. Participants of these com-
munities would not only share interests but also common 
goals. 
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Abstract
This paper presents an approach to extract data
records from websites, particularly ones with
event calendars. We therefore use language-
specific key expressions and HTML patterns to
recognize every single event given on the inves-
tigated web page. One of the most remarkable
advantages of our method is that it does not re-
quire any additional classification steps based on
machine learning algorithms or keyword extrac-
tion methods; it is a so-called one-step mining
technique. Our experimental results obtained on
German opera websites show excellent results
in precision and recall. Furthermore, we could
demonstrate that our proposed technique outper-
forms other data record mining applications run
on event sites.

1 Introduction
There are numerous web sites providing large databases
containing information such as yellow page listings or
event calendars. A user typically accesses such a database
over the Internet by using a web browser. The requested in-
formation is to be displayed in dynamically generated web
pages by a script using a back-end database. During the
last years, several parsing algorithms have been developed
to automatically determine the information record bound-
aries and extract the corresponding data records

Current approaches to data record mining [Arasu and
Garcia-Molina, 2003; Crescenzi et al., 2001; Lerman et
al., 2003] exploit the structured character of HTML doc-
uments. For this purpose, two ore more similar web pages
have to be compared in order to extract the correspond-
ing data records. These systems often expect preclassi-
fied web pages as input (cf. RoadRunner [Crescenzi et
al., 2001]). Based on the fact that data records are dy-
namically generated from a back-end database, some ap-
plications like MDR [Liu et al., 2003] try to reconstruct the
given web page benefiting from the regularities of HTML
structure. Hereby, the main focus is to determine iterations
of HTML tag sequences by using the DOM tree represen-
tation of a web page. Since most structured web data is
arranged in rows and columns, many researchers have con-
centrated on table recognition for information extraction
purposes [David W. Embley, 2006]. But the recent shift
away from the HTML tag 〈table〉 to both cascading style
sheets (CSS) and the 〈div〉 tag complicates the identifica-
tion of data records.

Due to the loose strictness of HTML, others try to ex-
ploit the visual information provided by a web browser.

Like [Cai et al., 2003] many researchers [Algur and Hire-
math, 2006; Hiremath et al., 2005; Liu et al., 2006;
Zhao et al., 2005] have proposed to use rendering tech-
niques for data record mining. They apply these meth-
ods on the displayed query results in order to determine
the record boundaries. Even flat and nested data records
can be extracted by the VSAP 1 technique [Hiremath et
al., 2005] based on some heuristics [Algur and Hiremath,
2006]. Although rendering methods achieve good results,
they have one big drawback: They require a web browser,
that correctly displays the investigated web page, to deter-
mine some typical visual cues of a data region (e.g. size,
background color, icons, font colors).

Regardless of the technique used, all methods have one
point in common: Current approaches to data record min-
ing disregard any language-specific information. We ob-
served that existing data record mining techniques are not
satisfactory enough for specialized search purposes limited
to restricted domains. The success of event calendar search
highly depends on language-specific trigger words indicat-
ing at least some date.

We therefore propose a novel and robust method for data
record mining on demand. Browsing restricted domains al-
lows us to define some key words, e.g. weekdays, nested in
the data records of event sites. By means of limited vocab-
ulary, we are able to analyze the document’s HTML struc-
ture and locate the corresponding data record boundaries.
Our technique is quite robust in variability of the DOM,
upgradeable and keeps data up-to-date. As our case study
was limited to German opera websites, the investigated lan-
guage was German. However, the developed technique
is adaptive to non-German websites with slight language-
specific modifications, and experimental results on real-life
websites confirm the feasibility of the approach2.

The paper is structured as follows. In the next section
we introduce the concepts and terms used in the paper. In
section 3, we present our data mining technique. Section 4
evaluates the proposed method. In section 5, we summarize
our work and finally highlight future research directions.

2 Definition of terms
Terms that are used throughout this paper in a particular
usage have to be clearly defined.

A large amount of information on the Web is contained
in regularly structured objects, which we call data records.

1Visual Structure based Analysis of web Pages
2For research and test purposes the prototype of our sys-

tem is available at http://www.cis.uni-muenchen.de/
˜yeong/EVENTSEARCH/eventsearch.html.
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Figure 1: Sample web page with event calendar records

Such data records (...) often present the essential infor-
mation of their host pages [Liu et al., 2003], e.g. event
calendars.

Definition 1 (Event calendar record)
An event calendar record is primarily a data record which
provides information on event details like event title, event
location, event date, etc.

In order to distinguish event calendar records from ordi-
nary data records hosting, for example, the search menu for
event style, we have to define some vocabulary describing
an event, so-called key expressions.

Definition 2 (Key Expression)
An instance of a feature set that classifies a data record and
can be described by regular expressions or string variants
is called key expression.

Every event calendar record contains useful information in-
cluding weekday, date, time, title and price (cf. Figure 1).
Among these, we can easily identify date, time and week-
day by using some regular expression and a list of week-
days together with their corresponding abbreviations.
date = [0-9]{2}\W[0-9]{2}\W[0-9]{4}\W
wdAbbrev = (Mo|Di|Mi|Do|Fr|Sa|So)
wd = ((Mon|Diens|Donners|Frei|Sams|Sonn)tag

|Mittwoch|Sonnabend)

Other attributes like event title and price, and other addi-
tional information can be either difficult to recognize (e.g.
title) or optional (e.g. price). Thus, we use date, time and
weekday as key terms (a seed list) to search for an event
calendar record. Having detected such a record, we extract
all information bits found for the corresponding event.

Please note that the selection of a key expression highly
depends on the record type. For example, within a shop-
ping record, the key expression may be some price infor-
mation, and within a computer description, it may be the
CPU type.

3 The proposed technique
After retrieving a large website, each web page has to
be classified into pages with event calendars or without,
depending on its key expressions. If the page contains

at least two or more key expressions, then the search for
event calendar records will start. Otherwise, the page will
be skipped. Thus, the classification of pages containing
event calendar records can be performed without the help
of machine learning algorithms or keyword extraction
methods.

We now present the two steps of our approach:

1. First, we create the DOM tree of a selected web page
in order to exploit its HTML structure (cf. section 3.1)

2. Secondly, we assume that there is only one smallest
maximum data region for the event calendar records
[Liu et al., 2006; Hiremath et al., 2005; Liu et al.,
2003; Zhai and Liu, 2005] and it corresponds to only
one HTML tag region. The smallest maximum data
region can be determined by a top-down traversal of
the tree using key expressions (cf. section 3.2). It is
predictable that there must be two or more key expres-
sions in one HTML tag region of the tree. Otherwise,
this tag region will be cut off from the DOM tree.

3.1 Exploiting the structure of event calendar
records within the DOM tree

Each website has its own distinct method of presenting
information. Therefore, the high variability observed in
HTML structure should be taken into account. However,
the number of possible tag combinations which can be con-
sidered for event calendar records is very limited.

The following types of event calendar records according
to their tree structure have been registered and were classi-
fied as follows:

1. One single record under one node
2. All records under one node – each record consists of

a set of children nodes (cf. Figure 2)

In the first case, we act on the assumption that each data
record represented by one HTML tag region has no sib-
lings. If this tag region contains some key expression (e.g.
weekday) and other event-related information, it will be se-
lected as event calendar record.

In contrast to the first type, all event calendar records are
siblings (cf. Figure 2) belonging to the same parent node.
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Figure 2: The core tree structure of Figure 1

We can thereby distinguish between three structure types
of data records (HTML tag regions) depending on the co-
occurrence of tag attributes and values.

(a) repetition of an HTML tag, e.g. 〈div〉, with non-
recurring attributes across all data records, including
their text values,

(b) repetition of an HTML tag, e.g. 〈div〉, with recur-
ring attributes across all data records and sometimes
incomplete attribute-value-pairs (cf. Figure 3),

(c) missing both tag attribute and value.

Among these, case (a) is really rare and (c) can sometimes
happen, but in practice, case (b) occurs quite frequently.
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Figure 3: Tag iteration using various attributes and missing
text values within an event calendar record (b)

In Figure 2, we showed that the key expression is inher-
ited to only one HTML tag node (〈html〉 → 〈body〉 → the
5th 〈div〉 → the 4th 〈div〉), and all records are the chil-
dren of this one single node (cf. 〈div class=“content”〉 in
Figure 3). When we zoom in and look at the record struc-
ture in detail, each record is composed of six 〈div〉 tags and
its corresponding attributes: “kalendariumtag”, “kalenda-
riumdatum”, “kalendariumuhrzeit”, “kalendariummitte”,
“kalendariumpreise” and “kalendariumlinie”. As shown

in Figure 3, the text values (ε) are missing for the first
two mentioned HTML tag attributes in the one record, but
are filled with #PCDATA “A1” and #PDCATA “B1” in
the preceding record. This means that the text values of
the first record are also valid for the following record. In
our case, the opera Don Giovanni takes place on the same
day (kalendariumtag=Sa, kalendariumdatum=14) as Aida
(kalendariumtag=ε, kalendariumdatum=ε). We therefore
resolve such co-references by linking the text values of the
same attributes in successive records.

Assuming that the two tag attributes displayed in gray
are also missing, Figure 3 would be an example for (c).

But one problem that still remains to be solved is how
to decide where the record starts and where it ends: The
boundary between records can be determined by compar-
ing the bordering tag attributes. Based on the assumption
that the key expression, e.g. weekday, is placed in first po-
sition (cf. #PCDATA “A1” in Figure 3), then we have two
possibilities: We can go forward or backward to recognize
the record boundaries. If we move forward, the same tag
attribute will recur after six steps. That way, we learn that
one record consists of six tag attributes. However, we do
not know yet where the record begins. In order to solve
this problem, we go back until we find a tag attribute to-
tally different from the six common attributes in Figure 3.
Now we can initialize the starting points for all records em-
bracing six tag attributes each.

In all cases, we try to correctly determine the smallest
maximum data region.

3.2 Decision of smallest maximum data region
After classifying an HTML document as event calendar
page, we have to detect the smallest maximum data region
containing some key expression within the DOM tree. As-
suming that the smallest maximum data region only con-
sists of event calendar records, every record must have its
own parent node.

1 sub scanSmallestMaxDataRegion {
2 node = shift;
3 for each child (node->contentList)
4 if (child has a set of nodes)
5 if (child->asHTML() matches keyExp)
6 then smallestMaxDataNode = child;
7 scanSmallestMaxDataRegion(child);
8 else
9 scanSmallestMaxDataRegion(child);

10 endif
11 else
12 return 0;
13 endif
14 endfor
15 return smallestMaxDataNode;
16 }

Figure 4: Pseudo-algorithm for decision process of the
smallest maximum data region

In Figure 4 is described how to determine the smallest
maximum data region. In short, we launch a top-down-
traversal of the DOM tree starting at the root node. We then
search the content of the child nodes for key expressions in
order to detect the regularities in their occurrences. That
way, we measure the maximum distance of a re-appearing
type of key expression, e.g. weekday, and determine the
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corresponding subtree within the HTML structure. Our un-
derstanding of data region is thereby the same as in [Hire-
math et al., 2005]. Once, the smallest maximum data re-
gion is located, each record must be mined by using some
key expression.

4 Experimental evaluation
To evaluate the quality of the proposed record mining tech-
nique from arbitrary websites, we concentrate our case
study on websites of German opera houses. Our test set
consists of eleven event calendar pages randomly retrieved
from websites of opera houses dated on April 14, 2009.

Table 1: Evaluation results
URL Record KEDR3 Recall

Objects

bayerische.staatsoper.de 21 20 95.24%
staatsoper-berlin.org 33 33 100.00%
theater-chemnitz.de 10 10 100.00%
oper-frankfurt.de 26 26 100.00%
oper-halle.de 24 24 100.00%
hamburgische-staatsoper.de 17 17 100.00%
oper-hannover.de 26 26 100.00%
oper-leipzig.de 27 27 100.00%
rheinoper.de 12 12 100.00%
semperoper.de 37 37 100.00%
staatstheater.stuttgart.de 37 37 100.00%

On average 99.56%

Needless to say, the evaluation results displayed in Table 1
show excellent results of recall (99.56%) and we constantly
obtained a precision of 100%. The reason for this lack of
recall is due to the non-recognition of the time attribute
within a data record. As mentioned in section 2, every
event calendar record contains weekday, date, time, title
and price information. For a full recognition of a record,
at least weekday and time have to be correctly determined.
Assuming that one aspect is missing, we count this record
as false negative. For lack of specification, our algorithm
could not identify the time for one stage performance in
April’s event calendar of Bayerische Staatsoper (95.24%).

One presumption is that our key expression driven record
mining technique expects a valid HTML page for the DOM
tree construction. If the tree cannot be built up, we will use
some open source tools, e.g. tidy4, for correction purposes.
We must admit that our approach is not able to reconstruct
the DOM tree of web pages with no closing HTML tags.
Running other comparable data record mining applications
like MDR [Liu et al., 2003] on our test web pages does
not produce any noteworthy results. The event calendar
records cannot be either located or correctly assigned to the
corresponding data regions. Therefore, recall and precision
are vanishing small.

5 Conclusion and future work
Since current approaches to data record mining have dis-
regarded any language-specific information and only ex-
ploited the structured character of HTML, we combine
both: HTML patterns with predefined key expressions.

Our future work will concentrate on both automated
key expression learning and substructure analysis of data

3Key Expression Driven Records
4http://tidy.sourceforge.net

records. By measuring the similarity of content strings
or tag regions, we will figure out the best candidates for
domain-specific key expressions. Moreover, it seems es-
sential to validate this approach on a much larger test set
demonstrating that web pages of that type show little vari-
ability. Besides, it could be interesting to test this technique
on other websites with event information (e.g. sports).
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Abstract

The pairwise approach to multilabel classifica-
tion reduces the problem to learning and aggre-
gating preference predictions among the possi-
ble labels. A key problem is the need to query
a quadratic number of preferences for making a
prediction. To solve this problem, we extend the
recently proposed QWeighted algorithm for ef-
ficient pairwise multiclass voting to the multil-
abel setting, and evaluate the adapted algorithm
on several real-world datasets. We achieve an
average-case reduction of classifier evaluations
from n2 to n+dn log n, where n is the total num-
ber of labels and d is the average number of la-
bels, which is typically quite small in real-world
datasets.

1 Introduction
Multilabel classification refers to the task of learning a
function that maps instances x̄ ∈ X to label subsets Rx̄ ⊂
L, where L = {λ1, . . . , λn} is a finite set of predefined la-
bels, typically with a small to moderate number of alterna-
tives. Thus, in contrast to multiclass learning, alternatives
are not assumed to be mutually exclusive, such that mul-
tiple labels may be associated with a single instance. The
predominant approach to multilabel classification is binary
relevance learning (BR), where one classifier is learned for
each class, in contrast to pairwise learning, where one clas-
sifier is learned for each pair of classes.

While it has been shown that the complexity for train-
ing an ensemble of pairwise classifiers is comparable to the
complexity of training a BR ensemble [Fürnkranz, 2002;
Loza Mencı́a and Fürnkranz, 2008b], it remained the prob-
lem that a quadratic number of classifiers has to be eval-
uated to produce a prediction. Our first attempts in ef-
ficient multilabel pairwise classification lead to the algo-
rithm MLPP, which uses the fast perceptron algorithm as
base classifier. With this algorithm, we successfully tackled
the large Reuters-RCV1 text classification benchmark, de-
spite the quadratic number of base classifiers [Loza Mencı́a
and Fürnkranz, 2008b]. Although we were able to beat
the competing fast MMP algorithm [Crammer and Singer,
2003] in terms of ranking performance and were compet-
itive in training time, the costs for testing were not satis-
factory. Park and Fürnkranz [2007] recently introduced a

∗This manuscript is a resubmission and was already published
in the Proceedings of the 17th European Symposium on Artificial
Neural Networks, Bruges, 22 – 24 April 2009.

method named QWeighted for multiclass problems that in-
telligently selects only the base classifiers that are actually
necessary to predict the top class. This reduced the evalu-
ations needed from n(n− 1)/2 to only n log n in practice,
which is near the n evaluations processed by BR.

In this paper we introduce a novel algorithm which
adapts the QWeighted method to the MLPP algorithm. In
a nutshell, the adaption works as follows: instead of stop-
ping when the top class is determined, we repeatedly apply
QWeighted to the remaining classes until the final label set
is predicted. In order to determine at which position to stop,
we use the calibrated label ranking technique [Fürnkranz et
al., 2008], which introduces an artificial label for indicat-
ing the boundary between relevant and irrelevant classes.
We evaluated this technique on a selection of multilabel
datasets that vary in terms of problem domain, number of
classes and label density. The results demonstrate that our
modification allows the pairwise technique to process such
data in comparable time to the one-per-class approaches
while producing more accurate predictions.

2 Multilabel Pairwise Perceptrons
In the pairwise binarization method, one classifier is trained
for each pair of classes, i.e., a problem with n different
classes is decomposed into n(n−1)

2 smaller subproblems.
For each pair of classes (λu, λv), only examples belong-
ing to either λu or λv are used to train the correspond-
ing classifier ou,v . In the multilabel case, an example is
added to the training set for classifier ou,v if λu is a rel-
evant class and λv is an irrelevant class or vice versa, i.e.,
(λu, λv) ∈ R×I∪I×Rwith I = L\R as negative labelset.
The pairwise binarization method is often regarded as su-
perior to binary relevance because it profits from simpler
decision boundaries in the subproblems [Fürnkranz, 2002;
Hsu and Lin, 2002; Loza Mencı́a and Fürnkranz, 2008b].
This allows us to use the simple but fast (linear, one-layer)
perceptron algorithm as a base classifier, so that we denote
the algorithm as Multilabel Pairwise Perceptrons (MLPP)
[Loza Mencı́a and Fürnkranz, 2008b]. The predictions
of the base classifiers ou,v may then be interpreted as pref-
erence statements that predict for a given example which
of the two labels λu or λv is preferred. In order to con-
vert these binary preferences into a class ranking, we use
a simple voting strategy known as max-wins, which in-
terprets each binary preference as a vote for the preferred
class. Classes are then ranked according to the number of
received votes. Ties are broken randomly in our case.

To convert the resulting ranking of labels into a multi-
label prediction, we use the calibrated label ranking ap-
proach [Fürnkranz et al., 2008]. This technique avoids the
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Require: example x̄; classifiers {ou,v | u < v, λu, λv ∈ L}; l0, . . . , ln = 0
1: while λtop not determined do
2: λa ← argminλi∈L li . select top candidate class
3: λb ← argminλj∈L\{λa} li and oa,b not yet evaluated . select second
4: if no λb exists then
5: λtop ← λa . top rank class determined
6: else . evaluate classifier
7: vab ← oa,b(x̄) . one vote for λa (vab = 1) or λb (vab = 0)
8: la ← la + (1− vab) . update voting loss for λa
9: lb ← lb + vab . update voting loss for λb

Figure 1: Pseudocode of the QWeighted algorithm (multiclass classification).

dataset n #instances # attributes ∅ label-set size d density d
n

distinct
scene 6 2407 86732 1.074 17.9 % 15
yeast 14 2417 10712 4.237 30.3 % 198
r21578 120 11367 10000 1.258 1.0 % 533
rcv1-v2 101 804414 25000 2.880 2.9 % 1028
eurlex sj 201 19596 5000 2.210 1.1 % 2540
eurlex dc 412 19596 5000 1.292 0.3 % 1648

Table 1: Statistics of datasets.

need for learning a threshold function for separating rele-
vant from irrelevant labels, which is often performed as a
post-processing phase after computing a ranking of all pos-
sible classes. The key idea is to introduce an artificial cal-
ibration label λ0, which represents the split-point between
relevant and irrelevant labels. Thus, it is assumed to be pre-
ferred over all irrelevant labels, but all relevant labels are
preferred over λ0. As it turns out, the resulting n additional
binary classifiers { oi,0 | i = 1 . . . n} are identical to the
classifiers that are trained by the binary relevance approach.
Thus, each classifier oi,0 is trained in a one-against-all fash-
ion by using the whole dataset with { x̄ |λi ∈ Rx̄} ⊆ X as
positive examples and { x̄ |λi ∈ Ix̄} ⊆ X as negative ex-
amples. At prediction time, we will thus get a ranking over
n+1 labels (the n original labels plus the calibration label).
We denote the MLPP algorithm adapted in order to support
the calibration technique as CMLPP.

3 Quick Weighted Voting for Multilabel
Classification

As already mentioned, the quadratic number of base clas-
sifiers does not seem to be a serious drawback for training
MLPP and also CMLPP. However, at prediction time it is
still necessary to evaluate a quadratic number of base clas-
sifiers.

QWeighted algorithm: For the multiclass case, the
simple but effective voting strategy can be performed
efficiently with the Quick Weighted Voting algorithm
(QWeighted ), which is shown in Figure 1 [Park and
Fürnkranz, 2007]. This algorithm computes the class with
the highest accumulated voting mass without evaluating all
pairwise perceptrons. It exploits the fact that during a vot-
ing procedure some classes can be excluded from the set
of possible top rank classes early on, because even if they
reach the maximal voting mass in the remaining evalua-
tions they can no longer exceed the current maximum. For
example, if class λa has received more than n−j votes and
class λb has lost j binary votings, it is impossible for λb to
achieve a higher total voting mass than λa. Thus further
evaluations with λb can be safely ignored for the compar-
ison of these two classes. Pairwise classifiers will be se-
lected depending on a voting loss value, which is the num-

ber of votes that a class has not received. More precisely,
the voting loss li of a class λi is defined as li := pi − vi,
where pi is the number of evaluated incident classifiers of
λi and vi is the current number of votes for λi. Obvi-
ously, the voting loss starts with a value of zero and in-
creases monotonically with the number of performed pref-
erence evaluations. The class with the current minimal loss
is the top candidate for the top rank class. If all prefer-
ences involving this class have been evaluated (and it still
has the lowest loss), we can conclude that no other class can
achieve a better ranking. Thus, the QWeighted algorithm
always focuses on classes with low voting loss.

QCMLPP1 algorithm: A simple adaptation of
QWeighted to multilabel classification is to repeat the pro-
cess. We can compute the top class λtop using QWeighted,
remove this class from L and repeat this step, until the re-
turned class is the artificial label λ0, which means that all
remaining classes will be considered to be irrelevant. Of
course, the information about which pairwise perceptrons
have been evaluated and their results are carried through the
iterations so that no pairwise perceptron is evaluated more
than once. As we have to repeat this process until λ0 is
ranked as the top label, we know that the number of votes
for the artificial label has to be computed at some point.
So, in hope for a better starting distribution of votes, all in-
cident classifiers oi,0 respectively w̄i,0 of the artificial label
are evaluated explicitly before iterating QWeighted.

QCMLPP2 algorithm: However, QCMLPP1 still per-
forms unnecessary computations, because it neglects the
fact that for multilabel classification the information that a
particular class is ranked above the calibrated label is suffi-
cient, and we do not need to know by which amount. Thus,
we can further improve the algorithm by predicting the cur-
rent top ranked class λt as relevant as soon as it has accu-
mulated more votes than λ0. The class λt is then not re-
moved from the set of labels (as in QCMLPP1), because its
incident classifiers ot,j may be still be needed for comput-
ing the votes for other classes. However, it can henceforth
no longer be selected as a new top rank candidate.

Complexity: It is easy to see that the number of
base classifier evaluations for the multilabel adaptations
of QWeighted is bounded from above by n + d · CQW,
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dataset n BR CMLPP QCMLPP1 QCMLPP2 n logn n+ dn logn
scene 6 6 21 11.51 (54.8%) 11.46 (54.6%) 10.75 17.50
yeast 14 14 105 67.57 (64.4%) 64.99 (61.9%) 36.94 170.65
rcv1-v2 103 103 5356 485.23 (9.06%) 456.23 (8.52%) 477.38 1649.70
r21578 120 120 7260 378.45 (5.21%) 325.94 (4.49%) 574.50 843.87
eurlex sj 201 201 20301 1144.2 (5.64%) 825.07 (4.06%) 1065.96 2556.78
eurlex dc 412 412 85078 2610.76 (3.07%) 1288.22 (1.51%) 2480.66 3612.05

Table 2: Computational costs at prediction in average number of predictions per instance. The italic values next to the two
multilabel adaptations of QWeighted show the ratio of predictions to CMLPP.
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Figure 2: Prediction complexity of QCMLPP: number of comparisons needed in dependency of the number of classes n
for different multilabel problems.

since we always evaluate the n classifiers involving the cal-
ibrated class, and have to do one iteration of QWeighted for
each of the (on average) d relevant labels. Assuming that
QWeighted on average needs CQW = n log n base classi-
fier evaluations as suggested in [Park and Fürnkranz, 2007],
we can expect an average number of n+dn log n classifier
evaluations for the QCMLPP variants, as compared to the
≈ n2 evaluations for the regular CMLPP [Fürnkranz et al.,
2008]. Thus, the effectiveness of the adaption to the mul-
tilabel case crucially depends on the average number d of
relevant labels. We can expect a high reduction of pairwise
comparisons if d is small compared to n, which holds for
most real-world multilabel datasets.

4 Evaluation
Table 1 shows the multilabel datasets we used for our ex-
periments. As the QCMLPP algorithms do not change the
predictions of the CMLPP algorithm, and the superiority
of the latter has already been established in other publica-
tions [Loza Mencı́a and Fürnkranz, 2008a,b; Fürnkranz et
al., 2008], we will here focus only on the computational
costs. Descriptions of these datasets and results on the pre-
dictive performance may also be found in the long version
of this paper [Loza Menı́a et al., 2008]. Table 2 depicts the
gained reduction of prediction complexity in terms of the
average number of base classifier evaluations. In addition,

we also report the ratios of classifier evaluations for the two
QCMLPP variants over the CMLPP algorithm.

We can observe a clear improvement when using the
QWeighted approach. Except for the scene and yeast
datasets, both variants of the QCMLPP use less than a
tenth of the classifier evaluations for CMLPP. We also add
the values of n log n and n + dn log n for the correspond-
ing datasets, which allow us to confirm that the number
of classifier evaluations is smaller than the previously es-
timated upper bound of n + dn log n for all considered
datasets. Figure 2 visualizes the above results and allows
again a comparison to different complexity values such as
n, n log n and n2. Though the figure may indicate that a
reduction of classifier evaluations to n log n is still achiev-
able for multilabel classification, especially for QCMLPP2,
we interpret the results more cautiously and only conclude
that n+ dn log n can be expected in practice.

5 Conclusions
The main disadvantage of the pairwise approach in mul-
tilabel classification was, until now, the quadratic number
of base classifiers needed and hence the increased compu-
tational costs for computing the label ranking that is used
for partitioning the labels in relevant and irrelevant labels.
The presented QCMLPP approach is able to significantly
reduce these costs by stopping the computation of the la-
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bel ranking when the bipartite separation is already deter-
mined. Though not analytically proven, our empirical re-
sults show that the number of base classifier evaluations is
bounded from above by n+ dn log n, in comparison to the
evaluation of n in the case of binary relevance ranking and
n2 for the unmodified pairwise approach.

The key remaining bottleneck is that we still need to
store a quadratic number of base classifiers, because each
of them may be relevant for some example. We are cur-
rently investigating alternative voting schemes that use a
static allocation of base classifiers, so that some of them
are not needed at all. In contrast to the approach presented
here, such algorithms may only approximate the label that
is predicted by the regular pairwise classifier.
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Abstract
In this paper we aim at automatically adjusting
the difficulty of computer games by clustering
players into different types and supervised pre-
diction of the type from short traces of game-
play. An important ingredient of video games is
to challenge players by providing them with tasks
of appropriate and increasing difficulty. How
this difficulty should be chosen and increase over
time strongly depends on the ability, experience,
perception and learning curve of each individ-
ual player. It is a subjective parameter that is
very difficult to set. Wrong choices can eas-
ily lead to players stopping to play the game
as they get bored (if underburdened) or frus-
trated (if overburdened). An ideal game should
be able to adjust its difficulty dynamically gov-
erned by the player’s performance. Modern
video games utilise a game-testing process to in-
vestigate among other factors the perceived dif-
ficulty for a multitude of players. In this pa-
per, we investigate how machine learning tech-
niques can be used for automatic difficulty ad-
justment. Our experiments confirm the potential
of machine learning in this application.

1 Introduction
We aim at developing games that provide challenges of the
“right” difficulty, i.e., such that players are stimulated but
not overburdened. Naturally, what is the right difficulty de-
pends on many factors and can not be fixed once and for
all players. For that, we investigate how general machine
learning techniques can be employed to automatically ad-
just the difficulty of games. A general technique for this
problem has natural applications in the huge markets of
computer and video games but can also be used to improve
the learning rates when applied to serious games.

The traditional way in which games are adjusted to dif-
ferent users is by providing them with a way of controlling
the difficulty level of the game. To this end, typical levels
would be ‘beginner’, ‘medium’, and ‘hard’. Such a strat-
egy has many problems. On the one hand, if the number
of levels is small, it may be easy to choose the right level
but it is unlikely that the difficulty is then set in a very sat-
isfying way. On the other hand, if the number of levels is

∗This is a version of “Olana Missura and Thomas Gärtner,
Player Modeling for Intelligent Difficulty Adjustments. In: Pro-
ceedings of the 12th International Conference on Discovery Sci-
ence (DS) (2009)”

large, it is more likely that a satisfying setting is available
but finding it becomes more difficult. Furthermore, choos-
ing the game setting for each of these levels is a difficult
and time-consuming task.

In this paper we investigate the use of supervised learn-
ing for dynamical difficulty adjustment. Our aim is to de-
vise a difficulty adjustment algorithm that does not bother
the actual players. For that, we assume there is a phase of
the game development in which the game is played and the
difficulty is manually adjusted to be just right. From the
data collected in this way, we induce a difficulty model and
build it into the game. The actual players do not notice any
of this and are always challenged at the difficulty that is
estimated to be just right for them.

Our approach to building a difficulty model consists of
three steps:

1. cluster the recorded game traces,
2. average the supervision over each cluster, and
3. learn to predict the right cluster from a short period of

gameplay.
In order to validate this approach, we use a leave-one-
player-out strategy on data collected from a simple game
and compare our approach to less sophisticated, yet real-
istic, baselines. All approaches are chosen such that the
players are not bothered. In particular, we want to compare
the performance of dynamic difficulty versus constant diffi-
culty as well as the performance of cluster prediction versus
no-cluster. Our experimental results confirm that dynamic
adjustment and cluster prediction together outperform the
alternatives significantly.

2 Motivation and Context
A game and its player are two interacting entities. A typical
player plays to have fun, while a typical game wants its
players to have fun. What constitutes the fun when playing
a game?

One theory is that our brains are physiologically driven
by a desire to learn something new: new skills, new pat-
terns, new ideas [Biederman and Vessel, 2006]. We have
an instinct to play because during our evolution as a species
playing generally provided a safe way of learning new
things that were potentially beneficial for our life. Daniel
Cook [Cook, 2007] created a psychological model of a
player as an entity that is driven to learn new skills that are
high in perceived value. This drive works because we are
rewarded for each new mastered skill or gained knowledge:
The moment of mastery provides us with the feeling of joy.
The games create additional rewards for their players such
as new items available, new areas to explore. At the same
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time there are new challenges to overcome, new goals to
achieve, and new skills to learn, which creates a loop of
learning-mastery-reward and keeps the player involved and
engaged.

Thus, an important ingredient of the games that are fun
to play is providing the players with the challenges corre-
sponding to their skills. It appears that an inherent property
of any challenge (and of the learning required to master it)
is its difficulty level. Here the difficulty is a subjective fac-
tor that stems from the interaction between the player and
the challenge. The perceived difficulty is also not a static
property: It changes with the time that the player spends
learning a skill.

To complicate things further, not only the perceived dif-
ficulty depends on the current state of the player’s skills
and her learning process, the dependency is actually bidi-
rectional: The ability to learn the skill and the speed of
the learning process are also controlled by how difficult the
player perceives the task. If the bar is set too high and the
task appears too difficult, the player will end up frustrated
and will give up on the process in favour of something more
rewarding. Then again if the challenge turns out to be too
easy (meaning that the player already possesses the skill
necessary to deal with it) then there is no learning involved,
which makes the game appear boring.

It becomes obvious that the game should provide the
challenges for the player of the “right” difficulty level: The
one that stimulates the learning without pushing the players
too far or not enough. Ideally then, the difficulty of any par-
ticular instance of the game should be determined by who
is playing it at this moment.

Game development process usually includes multiple
testing stages, where a multitude of players is requested
to play the game to provide data and feedback. This data
is analysed to tweak the games parameters in an attempt
to provide a fair challenge for as many players as possible.
The question we investigate in this work is how the data
from the α/β tests can be used for the intelligent difficulty
settings with the help of machine learning.

We proceed as follows: After reviewing related work in
Section 3, we describe the algorithm for the dynamic diffi-
culty adjustment in general terms in Section 4. In Sections
5 and 6 we present the experimental setup and the results
of the evaluation before concluding in Section 7.

3 Related Work
In the games existing today we can see two general ap-
proaches to the question of difficulty adjustment. The tra-
ditional way is to provide a player with a way to set up the
difficulty level for herself. Unfortunately, this method is
rarely satisfactory. For game developers it is not an easy
task to map a complex gameworld into a single parameter.
When constructed, such a mapping requires additional ex-
tensive testing, creating time and money costs. Consider
also the fact that generally games require several different
skills to play them. The necessity of going back and forth
between the gameplay and the settings when the tasks be-
come too difficult or too easy disrupts the flow component
of the game.

An alternative way is to implement a mechanism for dy-
namic difficult adjustment (DDA). One quite popular ap-
proach to DDA is a so called Rubber Band AI, which basi-
cally means that the player and her opponents are virtually
held together by a rubber band: If the player is “pulling”
in one direction (playing better or worse than her oppo-

nents), the rubber band makes sure that her opponents are
“pulled” in the same direction (that is they play better or
worse respectively). While the idea that the better you play
the harder the game should be is sound, the implementa-
tion of the Rubber Band AI often suffers from disbalance
and exploitability.

There exist a few games with a well designed DDA
mechanism, but all of them employ heuristics and as such
suffer from the typical disadvantages (being not transfer-
able easily to other games, requiring extensive testing, etc).
What we would like to have instead of heuristics is a uni-
versal mechanism for DDA: An online algorithm that takes
as an input (game-specific) ways to modify difficulty and
the current player’s in-game history (actions, performance,
reactions, . . . ) and produces as an output an appropriate
difficulty modification.

Both artificial intelligence researchers and the game de-
velopers community display an interest in the problem of
automatic difficulty scaling. Different approaches can be
seen in the work of R. Hunicke and V. Chapman [Hunicke
and Chapman, 2004], R. Herbich and T. Graepel [Herbrich
et al., 2006], Danzi et al [Danzi et al., 2003], and others. As
can be seen from these examples the problem of dynamic
difficulty adjustment in video games was attacked from dif-
ferent angles, but a unifying approach is still missing.

Let us reiterate that as the perceived difficulty and the
preferred difficulty are subjective parameters, the DDA al-
gorithm should be able to choose the “right” difficulty level
in a comparatively short time for any particular player. It
makes sense, therefore, to conduct the learning in the of-
fline manner and to make use of the data created during the
test phases to construct the player models. These models
can be used afterwards to generalise to the unseen players.

Player modeling in computer games is a relatively new
area of interest for the researchers. Nevertheless, existing
work [Yannakakis and Maragoudakis, 2005; Togelius et al.,
2006; Charles and Black, 2004] demonstrates the power of
utilising the player models to create the games or in-game
situations of high interest and satisfaction for the players.

In the following section we present an algorithm that
learns a mapping from different player types to the diffi-
culty adjustments and predicts an appropriate one given a
new player.

4 Algorithm
To simplify the problem we assume that there exists a finite
number of types of players, where by type we mean a cer-
tain pattern in behaviour with regard to challenges. That
is certainly true, since we have a finite amount of play-
ers altogether, possibly times a finite amount of challenges,
or timesteps in a game. However, this realistic number is
too large to be practical and certainly not fitting the pur-
pose here. Therefore, we discretize the space of all possi-
ble players’ behaviours to get something more manageable.
The simplest such discretization would be into beginners,
averagely skilled, and experts (corresponding to easy, aver-
age, and difficult settings).

In our experiments we do not predefine the types, but
rather infer them using the clustering of the collected data.
Instead of attempting to create a universal mechanism for a
game to adapt its difficulty to a particular player, we focus
on the question of how a game can adapt to a particular
player type given two sources of information:

1. the data collected from the alpha/beta-testing stages
(offline phase);
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2. the data collected from the new player (online phase).

The idea is rather simple. By giving the testers control
over the difficulty settings in the offline phase the game
can learn a mapping from the set of types into the set of
difficulty adjustments. In the online phase, given a new
player, the game needs only to determine which type he
belongs to and then apply the learned model. Therefore,
the algorithm in general consists of the following steps:

1. Given data about the game instances in the form of
time sequences

Tk = ((t1, f1(t1), . . . , fL(t1)), . . . ,
(tN , f1(tN ), . . . , fL(tN ))),

where ti are the time steps and fi(tj) are the values of
corresponding features, cluster it in such a way that in-
stances exhibiting similar player types are in the same
cluster.

2. Given a new player, decide on which cluster he be-
longs to and predict the difficulty adjustment using the
corresponding model.

Note that it is desirable to adapt to the new player as
quickly as possible. To this purpose we propose to split the
time trace of each game instance into two parts:

• a prefix, the relatively short beginning that is used for
the training of the predictor in the offline phase and
the prediction itself in the online phase;

• a suffix, the rest of the trace that is used for the clus-
tering.

In our experiments we used the K-means algorithm [Har-
tigan and Wong, 1979] for the clustering step and an SVM
with a gaussian kernel function [Cortes and Vapnik, 1995]
for the prediction step of the algorithm outlined above.

We considered the following approaches to model the
adjustment curves in the clusters:

1. The constant model. Given the cluster, this function
averages over all instances in the cluster and addition-
ally over the time, resulting in a static difficulty ad-
justment.

2. The regression model. Given the cluster, we train
the regularised least squares regression [Rifkin, 2002]
with the gaussian kernel on its instances.

The results stemming from using these models are de-
scribed in Section 6.

5 Experimental Setup
To test our approach we implemented a rather simple game
using the Microsoft XNA framework 1 and one of the tu-
torials from the XNA Creators Club community, namely
“Beginner’s Guide to 2D Games” 2. The player controls a
cannon that can shoot cannonballs. The gameplay consists
of shooting down the alien spaceships while they are shoot-
ing at the cannon (Figure 1). A total of five spaceships can
be simultaneously on the screen. They appear on the right
side of the game screen and move on a constant height from
the right to the left. The spaceships are generated so that
they have a random speed within a specific δ-interval from
a given average speed. Whenever one of the spaceships is

1http://msdn.microsoft.com/en-us/xna/
default.aspx

2http://creators.xna.com/en-GB/

Figure 1: A screenshot showing the gameplay.

shot down or leaves the game screen, a new one is gener-
ated. At the beginning of the game the player’s cannon has
a certain amount of hitpoints, which is reduced by one ev-
ery time the cannon is hit. At random timepoints a repair
kit appears on the top of the screen, floats down, and dis-
appears again after a few seconds. If the player manages
to hit the repair kit, the cannon’s hitpoints are increased by
one. The game is over if the hitpoints are reduced to zero
or a given time limit of 100 seconds is up.

Additionally to the controls that allow the player to ro-
tate the cannon and to shoot, there are also two buttons by
pressing which the player can increase or decrease the dif-
ficulty at any point in the game. In the current implemen-
tation the difficulty is controlled by the average speed of
the alien ships. For every destroyed spaceship the player
receives a certain amount of score points, which increases
quadratically with the difficulty level. During each game all
the information concerning the game state (e.g. the amount
of hitpoints, the positions of the aliens, the buttons pressed,
etc) is logged together with a timestamp. At the current
state of our work we held one gaming session with 17 par-
ticipants and collected the data on how the players behave
in the game.

Out of all logged features we restricted our attention to
the three: the difficulty level, the score, and the health, as
they seem to represent the most important aspects of the
player’s state. The log of each game instance k is in fact a
time trace

Tk = ((t1, f1(t1), . . . , fL(t1)), . . . ,
(tN , f1(tN ), . . . , fL(tN ))),

where t1 = 0, tN ≤ 100, and fi(tj) is the value of a corre-
sponding feature (Figure 2). Therefore, to model the play-
ers we cluster provided by the testers time sequences.

5.1 Technical considerations
Several complications arise from the characteristics of the
collected data:

1. Irregularity of the time steps. To reduce the compu-
tational load the data is logged only when the game’s
or the player’s state changes (in the case of a simple
game used by us it may seem a trivial concern, but this
is important to consider for the complex games). As
a result for two different game instances k and k̂ the
time lines will be different:

tik 6= tik̂.
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(a) Difficulty level. (b) Health.

(c) Score.

Figure 2: Game traces from one player. Different colours represent different game instances.

2. Irregularity of the traces’ durations. Since there are
two criteria for the end of the game (health dropped to
zero or the time limit of a hundred seconds is up), the
durations of two different game instances k and k̂ can
be different:

tN k − tN̂ k̂
6= 0.

The second problem may appear irrelevant, but as de-
scribed below it needs to be taken care of in order to create
a nice, homogeneous set of data points to cluster.

To overcome the irregularity of the time steps we will
construct a fit for each trace and then interpolate the data
using the fit for every 0.1 of a second to produce the time
sequences with identical time steps:

Tkfitted = ((t1, f1(t1), . . . , fL(t1)), . . . ,
(tN , f1(tN ), . . . , fL(tN ))),

where t1 = 0, tN ≤ 100, and for each i ∈ [2, N ] ti =
ti−1 + 0.1.

Now it becomes clear why we require the time traces to
have equal durations. Since the longest game instances last
for a hundred seconds, we need to be able to sample from
all of the interpolated traces in the interval between zero
and a hundred seconds to create a homogeneous data set.
If the original trace was shorter than a hundred seconds,
the resulting fitting function wouldn’t necessarily provide
us with the meaningful data outside of its duration region.
Therefore, we augment original game traces in such a way
that they all last for a hundred seconds, but the features re-

tain their last achieved values (from the “game over” state):

Tk = ((t1, f1(t1), . . . , fL(t1)), . . . ,
(tN , f1(tN ), . . . , fL(tN )),
(tN+1, f1(tN ), . . . , fL(tN )), . . . ,
(100, f1(tN ), . . . , fL(tN ))).

As mentioned in Section 4, after the augmenting step
each time trace is split into two parts:

Tkpre = ((t1, f1(t1), . . . , fL(t1)), . . . ,
(tK , f1(tK), . . . , fL(tK))),

Tkpost = ((tK+1, f1(tK+1), . . . , fL(tK+1)), . . . ,
(tN , f1(tN ), . . . , fL(tN ))),

where tK is a predefined constant, in our experiments set
to 30 seconds, that determines for how long the game ob-
serves the player before making a prediction. The pre parts
of the traces are used for training and evaluating the predic-
tor. The post parts of the traces are used for clustering.

6 Evaluation
To evaluate the performance of the SVM predictor we
conduct a kind of ”leave one out” cross-validation on the
data. For each player presented we construct a following
train/test split:
• training set consists of the game instances played by

all players except this one;
• test set consists of all the game instances played by

this player.
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Constructing the train and test sets in this way models a
real-life situation of adjusting the game to a previously un-
seen player. As a performance measure we use the mean
absolute difference between the exhibited behaviour in the
test instances and the behaviour described by the model of
the predicted cluster. The mean is calculated over the test
instances.

To provide the baselines for the performance evaluation,
we construct for each test instance a sequence of “cheat-
ing” predictors: The first (best) one chooses a cluster that
delivers a minimum possible absolute error (that is the dif-
ference between the predicted adjustment curve and the ac-
tual difficulty curve exhibited by this instance); the second
best chooses the the cluster with the minimum possible ab-
solute error from the remaining clusters, and so on. We call
these predictors “cheating” because they have access to the
test instances’ data before they make the prediction. For
each “cheating” predictor the error is averaged over all test
instances and the error of the SVM predictor is compared
to these values. As the result we can make some conclusion
on which place in the ranking of the “cheating” predictors
the SVM one takes.

Figure 3 illustrates the performance of the SVM predic-
tor and the best and the worst baselines for a single player
and 7 clusters. We can see from the plots that for each
model the SVM predictor displays the performance close to
the best cluster. Figure 4 shows that the performance of the
SVM predictor averaged over all train/test splits demon-
strates similar behaviour.

Statistical Tests
To verify our hypotheses, we performed proper statistical
tests with the null hypothesis that the algorithms perform
equally well. As suggested recently [Demšar, 2006] we
used the Wilcoxon signed ranks test.

The Wilcoxon signed ranks test is a nonparametric test to
detect shifts in populations given a number of paired sam-
ples. The underlying idea is that under the null hypothesis
the distribution of differences between the two populations
is symmetric about 0. It proceeds as follows:

1. compute the differences between the pairs,

2. determine the ranking of the absolute differences, and

3. sum over all ranks with positive and negative differ-
ence to obtain W+ and W−, respectively.

The null hypothesis can be rejected if W+ (or
min(W+,W−), respectively) is located in the tail of
the null distribution which has sufficiently small probabil-
ity.

For settings with a reasonably large number of measure-
ments, the distribution of W+ and W− can be approxi-
mated sufficiently well by a normal distribution. Unless
stated otherwise, we consider the 5% significance level
(t0 = 1.78).

Dynamic versus Static Difficulty
We first want to confirm the hypothesis that a dynamic dif-
ficulty function is more appropriate than a static one. To
eliminate all other influences, we considered first and fore-
most only a single cluster. In this case, as expected, the dy-
namic adjustment significantly outperforms the static set-
ting (t = 2.67).

We also wanted to compare the performance of dynamic
and static difficulty adjustment for larger numbers of clus-
ters. To again eliminate all other influences, we considered

the best and the worst “cheating” predictor for either strat-
egy. The t-values for these comparisons are displayed in
Table 1.

Table 1: t-values for comparison of the constant model vs
the regression model for the varying amount of clusters.

c best-const vs best-regr worst-const vs worst-regr
1 8.46 8.46
2 6.12 9.77
3 5.39 12.64
4 5.26 11.37
5 4.90 12.62
6 4.77 11.05
7 4.80 10.38
8 4.62 6.83
9 4.61 7.20
10 4.63 4.36
11 4.55 0.71
12 4.68 -0.77
13 4.60 -9.16
14 4.50 -5.54
15 4.57 -13.26

While varying the amount of clusters from one to fifteen
we found out that dynamic difficulty adjustment (the re-
gression model) always significantly outperforms the static
one (the constant model) for choosing the best cluster. The
same effect we can observe for the worst predictor, but only
until the amount of clusters used is greater than ten. For
more clusters the static model starts to outperform the dy-
namic one, probably due to there being insufficient amount
of instances in some clusters to train a good regression
model. Based on these results in the following we consider
only the regression model and vary the amount of clusters
from one to ten.

Right versus Wrong Choice of Cluster

As a sanity check, we next compared the performance of
the best choice of a cluster versus the worst choice of clus-
ter. To this end we found—very much unsurprisingly—that
for any non-trivial number of clusters, the best always sig-
nificantly outperforms the worst.

This means there is indeed room for a learning algorithm
to fill. The best we can hope for is that in some settings the
performance of the predicted cluster is close to, i.e., not sig-
nificantly worse than, the best predictor while always being
much, i.e., significantly, better than the worst predictor.

One versus Many Types of Players

The last parameter that we need to check before coming to
the main part of the evaluation is the number of clusters. It
can easily be understood that the quality of the best static
model improves with the number of clusters while the qual-
ity of the worst degrades even further. Indeed, on our data,
having more clusters was always significantly better than
having just a single cluster for the best predictor using the
regression model.

Under the assumption that we do not want to burden the
players with choosing their difficulty, this implies that we
do need a clever way to automatically choose the type of
the player. Adjusting the game just to a single type is not
sufficient.
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(a) Using the constant model.
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(b) Using the regression model.

Figure 3: An example of the predictors’ performances for one player.
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(a) Using the constant model.
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(b) Using the regression model.

Figure 4: The predictors’ performance averaged over all train/test splits for 7 clusters.
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Table 2: Results of the significance tests for the compari-
son of performance of the SVM predictor and “cheating”
predictors using the regression model.

1 2 3 4 5 6 7 8 9 10
1 s
2 w b
3 w s b
4 w b b b
5 w s b b b
6 w w b b b b
7 w s b b b b b
8 w s b b b b b b
9 w w s b b b b b b
10 w w s b b b b b b b

Quality of Predicted Clusters
We are now ready to consider the main evaluation of how
well the type of the player can be chosen automatically. As
mentioned above the best we can hope for is that in some
settings the performance of the predicted cluster is close to
the best cluster while always being much better than the
worst cluster. Another outcome that could be expected is
that performance of the predicted cluster is far from that of
the best cluster as well as from the worst cluster.

To illustrate the quality of the SVM predictor we look at
its place in the ranking of the “cheating” predictors while
varying the amount of clusters. The results of the compari-
son of the predictors’ performance for the regression model
are shown in Table 2. Each line in the table corresponds to
the amount of clusters specified in the first column. The fol-
lowing columns contain values ‘w’, ‘s’, and ‘b’, where ‘w’
means that the SVM predictor displayed the significantly
worse performance than the corresponding “cheating” pre-
dictor, ‘b’ for the significantly better performance, and ‘s’
for the the cases where there was no significant difference.
The columns are ordered according to the ranking of the
“cheating” predictors, i.e. 1 stands for the best possible
predictor, 2 for the second best, and so on.

We can observe a steady trend in the SVM predictor’s
performance: Even though it is always (apart from the triv-
ial case of one cluster) significantly worse than that of the
best possible predictor, it is also always significantly bet-
ter than that of the most other predictors. In other words,
regardless of the amount of clusters, the SVM predictor al-
ways chooses a reasonably good one.

This last investigation confirms our hypothesis that pre-
dicting the difficulty-type for each player based on short
periods of gameplay is a viable approach to taking the bur-
den of choosing the difficulty from the players.

7 Conclusion and Future Work
In this paper we investigated the use of supervised learning
for dynamical difficulty adjustment. Our aim was to devise
a difficulty adjustment algorithm that does not bother the
actual players. Our approach to building a difficulty model
consists of clustering different types of players, finding a
good difficulty adjustment for each cluster, and predicting
the cluster for short traces of gameplay. Our experimental
results confirm that dynamic adjustment and cluster predic-
tion together outperform the alternatives significantly.

One parameter left out in our investigation is the length
of the prefix that is used for the prediction. We will inves-
tigate its influence on the predictors’ performance in the

future work. We also plan to collect and examine more
players’ data to see how transferable our algorithm is to the
other games. Another direction for the future investigation
is the comparison of our prediction model to the other al-
gorithms employed for the time series predictions, such as
neural networks or gaussian processes.
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Abstract
One major problem in text mining and seman-
tic retrieval is that detected entity mentions have
to be assigned to the true underlying entity. The
ambiguity of a name results from both the pol-
ysemy and synonymy problem, as the name of
a unique entity may be written in variant ways
and different unique entities may have the same
name. The term “bush” for instance may refer
to a woody plant, a mechanical fixing, a noctur-
nal primate, 52 persons and 8 places covered in
Wikipedia and thousands of other persons. For
the first time, according to our knowledge we
apply a kernel entity resolution approach to the
German Wikipedia as reference for named enti-
ties. We describe the context of named entities
in Wikipedia and the context of a detected name
phrase in a new document by a context vector of
relevant features. These are designed from au-
tomatically extracted topic indicators generated
by an LDA topic model. We use kernel classi-
fiers, e.g. rank classifiers, to determine the right
matching entity but also to detect uncovered en-
tities. In comparison to a baseline approach us-
ing only text similarity the addition of topics ap-
proach gives a much higher f-value, which is
comparable to the results published for English.
It turns out that the procedure also is able to de-
tect with high reliability if a person is not covered
by the Wikipedia.

1 Introduction
The problem of name ambiguity exists in many forms. It
is common for different people to share the same name.
For example, there is a Gerhard Schröder who was chan-
cellor of the Federal Republic of Germany, another who
was Federal Minister in Germany, and several more who
are broadcaster officials or journalists. Locations may have
the same name. For example, there are 27 municipalities in
Germany called Neustadt. The acronyms associated with
organizations may also be ambiguous. UMD may stand for
the University of Michigan – Dearborn, the University of
Minnesota, Duluth or the University of Maryland.

On the other hand there may be different names for the
same entity. For many organizations there exist a number
of different acronyms and designations. For the political
party Sozialdemokratische Partei Deutschlands we have the
synonyms Sozialdemokraten, SPD, Sozis, etc.

The effects of name ambiguity can be seen when carry-
ing out web searches or retrieving articles from an archive

of newspaper text. For example, the top 10 hits of a Google
search for “Peter Müller” mention seven different people.
While it may be clear to a human that the Prime Minister
from Saarland, the boxer from Cologne, and the professor
of mathematics of the university of Würzburg are not the
same person, it is difficult for a computer program to make
the same distinction. In fact, a human may have a hard time
retrieving all the material relevant to the particular person
they are interested in without being swamped by informa-
tion on namesakes.

Approaches to entity resolution generally rely on the
strong contextual hypothesis of Miller and Charles [Miller
and Charles, 1991], who hypothesize that words with sim-
ilar meanings are often used in similar contexts. This is
equally true for proper names, where a particular entity
will likely be mentioned in certain contexts. For exam-
ple, Peter Müller the prime minister may not be mentioned
with Würzburg University very often, while Peter Müller
the Professor will be. Thus, our approach to entity resolu-
tion consists in finding classes of similar contexts such that
each class represents a distinct entity.

As a first step we identify name phrases, which may refer
to named entities like persons, organizations, locations etc.
There are a number of quite mature techniques for name
phrase recognition, such as persons or locations [Sang and
Meulder, 2003]. Customary they are termed named en-
tity recognizers, although they do only spot possible name
phrases.

A second step is the entity resolution, the identification
of the identity of each name phrase. More formally we
want to assign a name phrase n and the associated context
information c(n), e.g. the surrounding words, to one of
the candidate entities in a set En = {e1, . . . , em} where
each ei corresponds to a ”true” underlying named entity,
e.g. a specific person. Each entity ei in turn is characterized
by features d(ei), e.g. the words in a description of ei.
In this paper we are mainly interested in assigning name
phrases to the corresponding Wikipedia article, which can
be considered as an unambiguous reference for a specific
entity.

Note that we have to find out, whether a person is cov-
ered in Wikipedia at all. This is a difficult task, as, for ex-
ample, there are 583 persons with name Gerhard Schröder
listed in the German telephone directory, whereas only 5
are mentioned in Wikipedia. If it is not possible to assign
n to one of the know entities in E we may formally assign
it to eout.

In the next section we describe related work to entity res-
olution. Then we outline the properties of Wikipedia as a
reference for unique named entities. Subsequently we de-
scribe the kernel approach used in this paper. Then we de-
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scribe the experimental setup for training and testing. Then
we describe the results and summarize the paper.

2 Related Work
Named entity resolution is closely related to the task of
word sense disambiguation (WSD) aiming to resolve the
ambiguity of common words in a text. Both tasks have in
common, that a meaning of a mention is strongly depen-
dent on the context it appears in. Entity resolution, how-
ever, usually concerns only phrases of a restricted type (e.g.
persons) but there are potentially very many underlying tar-
get entities. Nevertheless, many concepts of WSD may be
applied to entity resolution.

2.1 Unsupervised Approaches
One of the first works in the field of entity resolution was
that of [Bagga and Baldwin, 1998]. In their approach they
create context vectors for each occurrence of a name. Each
vector contains exactly the words that occur within a fixed-
sized window around the ambiguous name n. The simi-
larity among names is measured using the cosine measure.
To evaluate their approach they created the ”John Smith”
corpus, which consists of 197 new articles mentioning 35
different John Smiths.

Agglomerative clustering is used by [Gooi and Allan,
2004] to form groups of context vectors. Among oth-
ers they employed the Kullback-Leibler distance measure.
They conclude that agglomerative clustering works partic-
ularly well, and observe that a context window size of 55
words gives optimum performance. [Mann and Yarowsky,
2003] enhance the representation of context by biographic
facts (date/place of birth, occupation, etc.) extracted from
the web using pattern matching. They show that these au-
tomatically extracted biographic information to improves
clustering results, which are the basis for entity resolution.

[Bekkerman and McCallum, 2005] present two unsu-
pervised approaches to disambiguate persons mentioned in
Web pages. One method exploits that Web pages of peo-
ple related to each other are likely to be interconnected.
The other approach simultaneously clusters documents and
words employing the fact that similar documents have sim-
ilar distributions over words, while similar words are sim-
ilarly distributed over documents. The derived word simi-
larity as well as the link features are successfully used for
named entity resolution.

[Bhattacharya and Getoor, 2005] extensively use rela-
tional evidence for entity resolution. In the context of ci-
tations we may conclude that ”R. Srikant” and ”Ramakr-
ishnan Srikant” are the same author, since both are coau-
thors of another author. They consider the mutual relations
between authors, paper titles, paper categories, and con-
ference venues. They argue that if they jointly resolve the
identity of authors, papers, etc. that this leads to a better re-
sult than considering each type alone. They construct prob-
abilistic networks capitalizing on two main ideas: First they
use tied parameters for repeating features over pairs of ref-
erences and their resolution decisions. Second they exploit
the overlap between decisions, as two different decisions
are dependent. They use similarity measures to resolve en-
tities by clustering them taking into account the relations
between objects, and get encouraging results.

2.2 Supervised Approaches
A classifier is used by [Han et al., 2004] to resolve enti-
ties in citations. Their naive Bayes approach takes authors

as classes, computes the prior probability of each author,
and uses coauthors, title words, and publishing details ex-
tracted from the citation as features. Their SVM method
again considers each author as a class using the same fea-
tures.

[Hassel et al., 2006] disambiguate researcher names in
citations by exploiting relational information contained in
an ontology derived from the DBLP database. Attributes
such as affiliations, topics of interests, or collaborators are
extracted from the ontology and matched against the text
surrounding a name occurrence. The results of the match
are then combined in a linear scoring function that ranks
all possible senses of that name. This scoring function is
trained on a set of disambiguated name queries that are au-
tomatically extracted from Wikipedia articles. The method
is also able to detect when a name denotes an entity that is
not covered in Wikipedia.

[Huang et al., 2006] combine supervised distance mea-
sure learning and unsupervised clustering and apply it to
author disambiguation. The distance metric between pa-
pers used in DBSCAN is calculated by an online active se-
lection support vector machine algorithm (LASVM), yield-
ing a simpler model, lower test errors and faster prediction
time than a standard SVM.

[Bunescu and Pasca, 2006] resolve entities using a spe-
cific version of the SVM which generates a ranked list of
plausible entities. This ranking SVM was introduced by
[Joachims, 2002]. As features they use all words in a win-
dow around the name phrase as well as the Wikipedia cat-
egories. For training Wikipedia articles are used as unam-
biguous references for specific entities. They are described
by the words and categories of these articles. Within
Wikipedia most articles are linked to specific spots in other
articles. The text around the name phrase in a link is used as
an instance for the occurrence. In this paper we adapt this
approach to entity resolution for German name phrases.
[Wentland et al., 2008] expands this method to other lan-
guges.

[Cucerzan, 2007] present a large-scale system for the
recognition and semantic disambiguation of named enti-
ties based on information extracted from Wikipedia and
Web search results. The system uses coreference analy-
sis to associate different surface forms of a name in a text,
e.g. ”George W. Bush” and ”Bush”. In addition to context
words they use Wikipedia categories to describe an entity.
Within Wikipedia they use the article about an entity as
well as the context of links to an entity to characterize an
entity. By the links in Wikipedia they get multiple con-
texts of an entity in Wikipedia and by coreference resolu-
tion they get multiple contexts for a name phrase in a new
document. The assignment is done by maximizing the non-
normalized scalar products for the contexts of entities and
name phrases.

[Waltinger and Mehler, 2008] exploit the context-
surrounding of a token by analyzing the border-sentences
of an entity. The information of the incorporated context
is used for building an expanded context graph around the
unknown entity. This is done by querying a co-occurrence
network, keeping the most significant edges to the context-
instance. The approach shows very promising results.

3 Wikipedia as Reference Knowledge
Resource

Wikipedia is a web-based, free content encyclopedia
project, written collaboratively by volunteers using a wiki
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software that allows almost anyone to add and change ar-
ticles. Since its creation in 2001 it has become the largest
organized knowledge repository on the Web. In this paper
we use the German version. In Nov. 2008 it had 845k arti-
cles with an average length of 3500 bytes and 20.8 million
internal links [Wikimedia, 2009].

Articles hold information focused on one specific entity
or concept. An article is uniquely identified by the com-
mon name for the subject or person described in the article.
Ambiguous names are further qualified with additional in-
formation placed in parentheses. For instance, the six enti-
ties sharing the name Michael Müller are distinguished by
their affiliations, occupations, or locations: Michael Müller
(Berlin), Michael Müller (Comedian), Michael Müller
(FDP), Michael Müller (Handballspieler). Michael Müller
(Liedermacher), and Michael Müller (SPD).

Every article in Wikipedia has one or more categories,
representing the topics it belongs to. Categories can be
very broad but also very specific, i.e. applying only to two
persons such as the category ”Träger des Bundesverdien-
stkreuzes (Großkreuz in besonderer Ausführung)”. Rela-
tions among entity and concepts are expressed by links.
When mentioning an entity or concept with an existing
article page, contributing authors are required to link at
least the first mention to the corresponding article. This
link structure may be used to estimate semantic relatedness
[Milne, 2007].

4 Semantic Information from Topic Models
Wikipedia contains several million different words and
usual similarity metrics such as the cosine similarity are
not capable to grasp the synonymy of different terms.
The same content describing entities may be expressed
by completely different words, i.e. ”Bundeskanzler” and
”Regierungschef” , which shows that the direct compari-
son of words, even in a stemmed form, may be misleading.

4.1 Topic Modeling by Latent Dirichlet
Allocation

Topic modeling by Latent Dirichlet Allocation [Blei et al.,
2003] aims to represent the meaning of sentences and doc-
uments by a low-dimensional vector of ”topics”. It assumes
the following simplified probabilistic model for the gener-
ation of a document di:

• Randomly generate the number of words in a docu-
ment N ≈ Poisson(ξ), where ξ is a fixed prior pa-
rameter.

• Randomly choose a h-dimensional probability vector
describing the distribution of topics in the document
θ ∼ Dirichlet(α).

• For each of the N words w in the document

– Randomly choose a topic zk ∼
Multinomial(θ), where α is a h-dimensional
parameter vector describing the prior distribution
of probability values.

– Randomly select a word wn ∼ p(wn|zk, β),
where the multinomial
distribution p(wn|zk, β) describes the probabil-
ity of words for the topic zk.

Given a training set of unlabeled documents all free param-
eters in the model, the conditional distribution p(wn|zn, β)
of word given topics as well as the hyperparameters ξ,α and

β may be estimated. Using a Bayesian approach to regu-
larize parameters [Blei et al., 2003] propose an efficient ap-
proximate inference techniques based on variational meth-
ods. The resulting word distributions p(wn|zn, β) for each
topic have high probabilities for words that often co-occur
in documents. Topics alleviate two main problems arising
in natural languages: synonymy and polysemy. Synonymy
refers to a case where two different words (say car and au-
tomobile) have the same meaning. These synonyms usually
will occur in the same topics. Polysemy on the other hand
refers to the case where a term such as plant has multiple
meanings (industrial plant, biological plant). Depending
on the context (industry or biology) different topics will be
assigned to the word plant.

A document is generated by picking a distribution over
topics (i.e. mostly about DOG, mostly about CAT, or a bit
of both), and given this distribution, picking the topic of
each specific word. Then words are generated given their
topics. (Notice that words are considered to be independent
given the topics. This is a standard bag of words model as-
sumption, and makes the individual words exchangeable.)

The application of a topic model to a Wikipedia arti-
cle has a similar effect as the manual assignment of cat-
egories by Wikipedia users. The articles content is given
some labels as to whether which topics/categories are the
most probable. Generally, one cannot assume that each as-
signment is relevant since many categories exist, that only
apply to two persons and are hence to specific. The as-
sumption that category assignments are appropriate (cor-
rect) need not be true but in the end, this is a problem from
which topic models suffer as well.

Topic Models can help to solve this problem. They rely
on the article text and not on the user’s intuition and there-
fore they are more conservative in the assignment of mean-
ings.

The usage of topic models, e.g. for example the assign-
ment of the highest probability topics as feature to each
query, has two reasons. Alternative meanings of words are
grasped by the model and hence the similarity measure is
less restrictive. Additionally, we gain a summary of the
contexts subject.

4.2 Training
The topic model is trained on 100000 Wikipedia articles
that have persons as subject. The number of topics is set
to 200 which was considered as appropriate given the num-
ber of training articles. A manual analysis of models with
higher or lower granularity in topics revealed more volatile
or less expressive topic clusters.

4.3 Inference
For a trained topic model, one can compute the probability
of each of the 200 topics to be present in a new document
(see for example [Blei et al., 2003]). We can thus define a
new feature for both the query context and the article text.
Let

• e.T be the probability distribution of topics in the ar-
ticle text e.T

• c.T be the probability distribution of topics in the
query text c.T

assigned by a pre-trained model.

To demonstrate the distinctive character of these at-
tributes, we give the example of a context mentioning an
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entity called Willi Weyer, with two candidates in Wikipedia,
i.e. the politician Willi Weyer and the soccer player Willi
Weyer (Fußballspieler). The context is extracted from an
article on delegates in a German federal state and consists
of the following words (stopwords removed):
{Weyer, Willi, Landeslist, SPD, CDU, Wahlkreis, Heinrich,
FDP, Wenk, Detmold, Wendt, Hermann, Geld, Wehr, Wil-
helm, Minden-Nord, Wehking, Juni, Landeslist, Wiesmann,
Recklinghausen-Land-Sudw, Wint, Friedrich, Lemgo-W,
Witthaus, Bernhard, Mulheim-Ruhr-Sud, Wolf}
All terms are stemmed using the Snowball algorithm for
German [Porter, 2001].

The application of the topic model on this text yields
a probability distribution that presents the probability for
each topic known to the model to be presented in the con-
text and hence new semantic features for the context de-
scritpion, i.e. c.T = {t67, t106, t9}. Table 1 shows the
most important words of these topic clusters with the top-
ics probability given the context at hand. In this case,

Topic The 15 most important words P (ti|c.T )
t67 Vorsitz Abgeordnet stellvertret SPD

Landtag CDu Bundestag Wahlkreis
Ausschuss Oberburgermeist FDP
Politikerin Stadtrat Fraktion einge-
zog

0.255

t106 Karl Heinrich preussisch Ferdinand
Wurzburg Landwirtschaft Freiherr
Gut Geheim Dom Greifswald land-
wirtschaft Kuhn Pomm konig

0.0611

t9 August Friedrich Wilhelm Gross
Christian Philipp Elisabeth Adolf
geb Katharina Luis Moritz Sophi
Rhein Conrad

0.0416

Table 1: Most probable topics for the query of Willi Weyer

the three most probable topics do not fit the query equally
good, as can already be seen from each topics probability
value. Whereas the topic with the highest probability indi-
cates an political context, e.g. the entity’s occupation, the
less probable topics are due to the relatively high frequency
of names in the context, that are associated with different
name clusters (i.e. names in historical context such as roy-
als).

Candidate entity Willi Weyer: We now compare the
entity mentioned in the query to the possible candidates
extracted from Wikipedia. The application of the topic
model on the entity’s article text e1.T yields again a proba-
bility distribution denoting the probability for each topic
to be present in the article, which is here summarized
into e1.T = {t67, t186, t105}, as also shown in table 2.
Obviously, the first two topics represent the entity’s occu-
pation very well and the third holds a relation to the fact that
Weyer established traffic reports and highway police in his
federal state. Comparing this information to the Wikipedia
categories assigned to the entity (see table 3), it becomes
obvious that they relate very well to each other and the
automatically extracted feature holds an equal amount of
information.

Candidate entity Willi Weyer (Fußballspieler): The
other candidate entity is a former German soccer player
with the qualified Wikipedia article name Willi Weyer
(Fußballspieler). For the associated article text, the three
most probable topics yield e2.T = {t168, t122, t148}, as
shown in table 4. All three of the assigned topics relate to
the entity’s occupation and specify it if further by incor-

Topic The 15 most important words P (ti|e.T )
t67 Vorsitz Abgeordnet stellvertret SPD

Landtag CDu Bundestag Wahlkreis
Ausschuss Oberburgermeist FDP
Politikerin Stadtrat Fraktion einge-
zog

0.124

t186 Prasident Regier Bitt Amtszeit
Minist Ministerprasident loesch
Erklaerung Kabinett Rucktritt Pre-
mierminist Reform Aussenminist
Liberal Finanzminist

0.0956

t105 fuhr Renn gefahr Fahr todlich unfall
Motor Wag Auto Racing Kreuzzug
byzantin Roberto fahr ergriff

0.0713

Table 2: Most probable topics for the article of the politi-
cian Willi Weyer

Wikipedia categories for Willi Weyer
Finanzminister (Nordrhein-Westfalen)

Landtagsabgeordneter (Nordrhein-Westfalen)
Bundestagsabgeordneter

FDP-Mitglied
Sportfunktionär

Table 3: Wikipedia categories for the politician Willi Weyer.

porating the teams the entity was engaged with. Consid-
ering that this candidate is assigned only one category, i.e.
that of Fußballspieler (Deutschland), we can deduce much
more information from the assigned topics. Note that the
relatively high probabilities deduce a very distinctive asso-
ciation to topics and hence indicate differing contexts that
allow us to distinguish among entities merely by the con-
text they appear in.

5 Learning Ranking Functions
As in [Joachims, 2002] we start with a collection D =
{d1, . . . , dm} of articles specifying unique entities. For a
context c = c(n) containing features describing a name
phrase n, we want to determine a list of relevant articles
in D, where the most relevant articles appear first. This
corresponds to a ranking relation r∗(c) ⊆ D ×D that ful-
fills the properties of a weak ordering, i.e. asymmetric and
transitive. If a document di is ranked higher than dj for
an ordering r, i.e. di <r dj , then (di, dj) ∈ r, otherwise
(di, dj) 6∈ r.

We have to measure the similarity of a proposed rank-
ing r(c) and the target ranking r∗(c). Such a measure is
Kendall’s τ [Kendall, 1955] which is a function of the num-
ber nd of concordant pairs in relation to all pairs. A pair
di 6= dj is concordant if either (di, dj) ∈ ra ∧(di, dj) ∈ rb
or (dj , di) ∈ ra ∧(dj , di) ∈ rb.

Now assume we have training set S containing n dif-
ferent i.i.d. contexts ci = c(ni) with their target rankings
(c1, r∗1), (c2, r∗2), . . . , (cn, r∗n), where ci contains a descrip-
tion of a context and r∗i ⊆ D×D is a ranking on the docu-
ments at hand. Now the learning algorithm should estimate
a ranking r̂(c) ∈ D ×D for a context c(n) that maximizes
the fraction of concordant pairs. A ranking r̂(c) can be de-
fined with a linear ranking function

(di, dj) ∈ r(c(n))⇐⇒ w′Φ(c(n), di) > w′Φ(c(n), dj)
(1)

where Φ(c(n), di) is a given mapping of the context fea-
tures c(n) and the features of document di into a high-
dimensional feature space and w is a weight vector of
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Topic The 15 most important words P (ti|e.T )
t168 Saison Tor Fussballspiel Einsatz

Mannschaft Bundesliga Sturm
schoss Mittelfeldspiel Borus-
sia Aufstieg nationalmannschaft
Regionalliga nationaljahr Eintracht

0.1705

t122 Koln Dusseldorf Kurt Rot Aach
Nationalsozialist Bernd Willi freien
KPD Wuppertal Hubert Rheinland
Machtergreif Nordrhein-Westfal

0.0932

t148 Spiel Train erzielt National-
mannschaft bestritt Landerspiel
Fussball Fussballspiel Fussballna-
tionalmannschaft Klub Pokalsieg
Treff Fussball-Weltmeisterschaft
Nationalspiel Europapokal

0.0685

Table 4: Most probable topics for the article of the soccer
player Willi Weyer (Fußballspieler)

matching dimension. For the linear ranking functions de-
fined above maximizing the number of concordant pairs is
equivalent to finding the weight vector w so that the maxi-
mum number of the following inequalities holds:

∀(di,dj)∈r∗1
wΦ(c(n1), di) > wΦ(c(n1), dj) (2)

...

∀(di,dj)∈r∗nwΦ(c(nn), di) > wΦ(c(nn), dj)

As the exact solution of this problem is NP-hard an approx-
imate solution is proposed by [Joachims, 2002] by intro-
ducing non-negative slack variables ξi,j,k and minimizing
the sum of slack variables. Regularizing the length of w
to maximize margins leads to the following optimization
problem

minimize V (w, ξ) =
1
2
w ∗ w + C

m∑

i=1

m∑

j=1

n∑

k=1

ξi,j,k (3)

subject to

∀k∀(di, dj) ∈ r∗k :
wΦ(c(nk), di) ≥ wΦ(c(nk), dj) + 1− ξi,j,k(4)

∀k∀i∀j : ξi,j,k ≥ 0

C is a parameter trading-off the training error in terms
of nd to the margin size. The optimization is convex and
has no local optima. As the inequalities are equivalent
to w (Φ(c(nk), di)− Φ(c(nk), dj)) ≥ 1 − ξi,j,k we get
the same optimization problem as the usual SVM for dif-
ference vectors Φ(c(nk), di) − Φ(c(nk), dj). The algo-
rithm is implemented in the SVMlight package of Thorsten
Joachims and similar to that of structured SVMs. As usual
non-linear feature mappings for arbitrary kernels may be
used.

Note that according to the properties of the SVM, the al-
gorithm should be able to generalize. If the set of training
contexts c1, . . . , cn is i.i.d. and representative, then the op-
timal parameter should also give near-optimal rankings for
new contexts, which follow the underlying context distri-
bution.

6 Entity Resolution Approaches
In this paper we adapt the entity resolution approach of
[Bunescu and Pasca, 2006] and enhance it with additional

features. For the first time, according to our knowledge,
we apply it to the resolution of German name phrases us-
ing German Wikipedia entries. We represent a name phrase
n by its context c(n) and want to assign it to one of a set of
Wikipedia articles D = {d1, . . . , dm}.

For a name phrase n we determine the set of candidate
articles by using the disambiguation pages of Wikipedia. If
only the surname is available, this set of candidates is large,
while the set is much smaller if n contains a first name and
a surname. Currently we ignore errors like misspellings.
In principle they may also be taken into account, e.g. by a
specific Levenshtein distance measure.

6.1 Ranking with Context-Article Similarity
The first approach to model similarity between a query con-
text and an Wikipedia article context is a simple summation
over common words, based on the idea, that the larger this
number the more similar the context and hence the more
similar the entities denoted. [Bunescu and Pasca, 2006] and
[Cucerzan, 2007] both evaluated experimentally a ranking
function based on the cosine similarity between the context
of the query and the text of the entity’s article:

φcos = cos(c.T, e.T ) =
c.T

||c.T || ·
e.T

||e.T ||
The factors c.T and e.T are represented in the standard vec-
tor space model, where each component corresponds to a
term in the vocabulary. This results in a weighted sum of
the number of common words in the query context and ar-
ticle context.

Measuring the similarity between contexts in this way
has one major drawback: if alternative terms for one mean-
ing are used, the similarity will be low even if the contexts
denote the same entity.

6.2 Ranking with Aggregated Semantic
Information

In this approach, the baseline cosine similarity is combined
with additional information derived from a topic model
over Wikipedia articles. This information holds the doc-
uments probability distribution over all topics from which
the three topics with highest probability are used as addi-
tional features for both the query and the article text. To
account for the divergence of query and article topic dis-
tributions, the symmetric Kullback-Leibler divergence of
them is added as a dedicated feature. This is given by

Dsym(q, p) =
1
2

(D(q, p) +D(p, q))

D(q, p) =
N∑

i=1

p(ti) log
(
p(ti)
q(ti)

)
,

where N is the number of topics in the topic model, and
p(ti) is the probability of topic i in the document.

It should be noted, that the query text is in general much
shorter than the article text and hence the computed topic
distribution is less representative for the query text than for
the article text.

Hence, the overall feature vector consists of

Φ(c, e) =
[
φcos|φc.T |φe.T |φDsym

]

φcos = cos(c.T, e.T )
φc.T = P (ti|c.T ), for the 3 most probable topics in c.T
φe.T = P (ti|e.T ), for the 3 most probable topics in e.T

φDsym
= Dsym(c.T , e.T ).
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6.3 Ranking with Aggregated Semantic
Information and Weighted Context
Information

When context information is condensed into only a few
singular measures, the ranking model has no chance to
judge the actual influence of a specific word. Therefore
we augmented the information presented to the model by
the weighted context information, i.e. each common word
is given as a feature whose value is its tf × idf score in the
article text. Instead of a binary representation, additional
importance is given to words that are important in the can-
didate entities article and hence potentially indicative.

We additionally add

φtfidf =
{
w̃i,e, ∀wi ∈ e.T ∩ c.T

0, else (5)

where w̃i,e denotes the tf × idf score of the i-th common
word in the article text of e, to the overall feature vector.

Detecting Non-Listed Entities
Many entities appear in text, that are not present in
Wikipedia and should hence not be related to a Wikipedia
entity. To evaluate the models ability to detect if an entity is
not present in Wikipedia a scenario was created, that sim-
ulates this. Here, not all the possible candidates were pre-
sented to the model, instead a given fraction was deliber-
ately left out to present entities not mentioned in Wikipedia
(non-listed entities eout).

The feature vectors in this scenario are built of the same
feature set as described above plus the additional feature

φout = 1(e, eout).

6.4 Ranking with Word-Topic Correlation
An alternative representation is to model the word-topic
correlation. This is being done by correlating each com-
mon word with the complete topic distribution of the ar-
ticle. This representation is similar to the word-category
correlation employed by [Bunescu and Pasca, 2006], with
the difference that categories are substituted with topics and
additionally the representation is not binary but involves the
probability of each specific topic to be present in the article.
The intuition is that this way, the most descriptive feature
vectors can be build using

φtopicw,t = P (ti|e.T ), if w ∈ c.T ∩ e.T
∀i = 1, ..., 200.

For each of the common words w ∈ c.T ∩ e.T , these vec-
tors contain a group of features (i.e. the distribution of top-
ics). This relates each word distinctly to the topic distribu-
tion extracted from the article text, which is a much more
expressive summary than the other approaches discussed
above.

7 Training and Testing
For our ongoing work we restricted the experiments to per-
sons and considered the 3207 name phrases (first and last
names) which correspond to at least 2 entities in German
Wikipedia. In this set there are on average 2.5 entities per
name phrase. In further experiments we will include all
persons as well as other named entities like locations and
organizations.

For training we use links in Wikipedia as names phrases
n and extract the corresponding context c(n) from the

neighborhood of n. On average each person article has 12.1
links to other articles in Wikipedia. We randomly split each
of these context sets into training and test queries, such that
90% are used for training and 10% for testing.

We used the ranking SVM described (3) with the associ-
ated inequalities (4). As feature function Φ(ck, di) we used
a linear kernel.

8 Results
We first evaluated the approach using cosine similarity and
aggregated information inferred from the application of the
above mentioned topic model. Since this information could
potentially change with the width of the extracted context,
we created two scenarios. In the first scenario, the context
window is taken above the 25 left and 25 right neighbor-
ing words of the name in the query, in the second scenario
above the 50 left and 50 right neighboring words. Both
context representations naturally include the name itself.
The article of the true entity is given as positive example
and represented as a context of the first 50 resp. 100 words
in the article, also assuming that the most descriptive and
distinctive information is given in this snapshot. It could
be shown, that enlarging the context does not increase
the models performance, as was also observed by [Gooi
and Allan, 2004] in their approach to cross-document co-
reference resolution, hence this and the other presented re-
sults are acquired on a 50 word context. The best perfor-
mance was achieved as shown in table 5.

Training Test
Fmicro 85.88 83.03
Fmacro 87.34 78.96

Table 5: Performance (in %): Ranking SVM using cosine
similarity, most probable topics and symmetric Kullback-
Leibler divergence.

While the best result for the simple cosine similarity ap-
proach was a macro F-measure of 75.54%, the usage of
semantic information improves the performance by 3.42%
to an F-measure of 78.96%.

We then evaluated the approach using additional
weighted context information. The results presented in ta-
ble 6 show that again performance can be increased from
78.96% to now 84.85%, which motivates the approach us-
ing a more complex combination of context and topic as-
socitation.

Training Test
Fmicro 91.11 87.99
Fmacro 91.83 84.85

Table 6: Performance (in %): Ranking SVM using co-
sine similarity, most probable topics, symmetric Kullback-
Leibler divergence and weighted context information.

As described above, context information is important for
the correct disambiguation of entities. In the following ex-
periment, this is represented as a correlation between com-
mon words and the topics associated with the candidate en-
tities article text as described in 6.4. Due to constraints in
the implementation, it was not possible to produce results
on the complete set of ambiguous names in time but only
on a reduced set.
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A reduced dataset was created over 500 ambiguous
names yielding 1072 entities to be disambiguated and a suf-
ficiently high number of training (5441) and test instances
(1072). Context and training parameters were taken from
the previous experiments. As table 7 shows, there is a dra-
matical increase in performance compared to the previous
approaches to an F-measure of 97.01%, i.e. only 32 of the
presented entities were not disambiguated correctly. To as-

Training Test
Fmicro 99.17 97.01
Fmacro 98.91 96.05
Pmacro 99.09 95.57
Rmacro 99.04 97.01

Table 7: Performance (in %): Ranking SVM using word-
topic correlation.

sess the models ability to deal with non-listed entities, 10%
of the entities were simulated to be non-listed. This results
in 970 listed and 102 non-listed entities, from which all
were correctly marked as such. The number of false asso-
ciations among Wikipedia entities is reduced to 14, which
is due to the fact, that the remaining entities were simulated
as non-listed. As table 8 shows, the performance was not
reduced but shows equally good results. The even slightly
increased F-measure is due to the fact, that some of the
previously incorrectly disambiguated entities were now by
chance in the set of non-listed entities.

Training Test
Fmicro 99.23 97.76
Fmacro 99.00 96.70
Pmacro 99.19 96.29
Rmacro 99.13 97.53

Table 8: Performance (in %): Ranking SVM using word-
topic correlation with non-listed entities.

Since all non-listed entities are marked correctly, the
micro performance has equal precision and recall values,
which could not be observed in the other approaches, where
the model was not able to rank all non-listed entities cor-
rectly. Although this dataset is considerably smaller than
the ones in previous experiments, the results look very
promising and should also apply to larger corpora.

We additionally evaluated a variant of the approach in
[Bunescu and Pasca, 2006]: Instead of using only the top-
level Wikipedia categories, the correlation between com-
mon words and all Wikipedia categories assigned to an ar-
ticle is used for the ranking approach. In order to keep the
experiment comparable to the word-topic correlation ap-
proach, the data set is the same. Table 9 shows, that the
performance is increased by 1.59 points to an F-measure of
98.6%.

Training Test
Fmicro 99.65 98.6
Fmacro 99.49 98.1
Pmacro 99.55 97.9
Rmacro 99.57 98.6

Table 9: Performance (in %): Ranking SVM using word-
category correlation

[Bunescu and Pasca, 2006] reduced the number of

treated categories, with the effect that more persons share
categories and hence the categories are less distinctive,
which can be a reason for the lower performance of only
84.8% accuracy as compared to 98.6% that were achieved
here.

[Bunescu and Pasca, 2006] did not restrict the regarded
context to the common words in query and article. But
in fact, the usage of only common words to model con-
text similarity is already rather restrictive. If they are addi-
tionally presented in pairs with categories, a nearly perfect
model is achievable.

One of them is due to the ratio of entities and categories.
For the complete corpus of 198903 Wikipedia person arti-
cles exist 16201 categories. Neglecting the 3996 categories
that hold year of birth (1758) and year of death (2238) in-
formation, 12205 categories remain. From these, 2377 af-
fect only one person. Hence, the number of categories is
rather small in relation to the number of persons.

Note that result achieved with the word-topic correla-
tion feature is only 1.59 points lower, but the topic model
was only allowed to have 200 topics where as in the word-
category correlation feature more than 4000 categories are
used.

Although the topic correlation feature yielded slightly
worse results than the category correlation feature, im-
proved results are likely to be achieved using a better
trained topic model or hierarchical topic models [Blei et
al., 2004] that can better incorporate category information.
Wikipedia offers a good dataset for the evaluation of such
models but generally their training can be performed on
nearly any dataset.

Moreover, the uniqueness of entity pages was not always
guaranteed in the version of Wikipedia used in this thesis.
The ambiguous surface name Jens Jessen was mapped
onto the three entities Jens Jessen, Jens Jessen (Ökonom)
and Jens Jessen (Journalist), where actually the entities
Jens Jessen and Jens Jessen (Ökonom) were one and the
same entity, although presented in two articles. A slightly
different formulation of the disambiguation model could
perform a consistency check on the uniqueness of entity
pages, from which the model itself can only gain.

The most crucial assumption, e.g. that of correct links,
was also proven not to hold generally. A false link results
in an error in the disambiguation model, that at the cur-
rent stage was identifiable only through manual analysis.
This analysis showed for example that the human annota-
tors mixed the two entities denoted by the name John Bar-
ber, e.g. the inventor of the gas turbine and an English race
driver, whereas the disambiguation model identified them
correctly.

9 Summary and Conclusion
This paper describes a model, that correctly assigns tex-
tual mentions of entities in German text to their representa-
tion in an external knowledge resource, e.g. Wikipedia. A
ranking SVM was used with a diverse set of feature repre-
sentations, that use simple cosine similarity, weighted con-
text representation and sophisticated topics as well as the
Wikipedia category set.

The presented results are comparable to those achieved
on English datasets and can compete with those achieved
on similar datasets with comparable ambiguities in names.
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It is shown, that the approach may be used for the disam-
biguation of German named entities and is extendable to
the more general task of concept disambiguation.

We have demonstrated, that it is not necessary to rely on
categories manually assigned to the Wikipedia articles, but
instead the application of topic models as an replacement
for these categories achieves equally good results. This has
the positive effect, that the system can be translated to any
collection descrbing named entities, that is not endowed
with categorization. In this way time-consuming annota-
tions of this type can be omitted.

A challenging question is, how the disambiguation of
one entity affects the disambiguation of other entities or
related concepts mentioned for example in the same docu-
ment. This could be investigated using for example a cas-
cade of communicating disambiguation models.
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Frank Rügheimer

Biologie Systémique, Institut Pasteur
75015 Paris, France
frueghei@pasteur.fr

Ernesto William De Luca
Otto-von-Guericke University of Magdeburg

39106 Magdeburg
ernesto.deluca@ovgu.de

Abstract
With the widespread use of annotations in bi-
ological databases efficient models for statisti-
cal properties of set-valued attributes become in-
creasingly relevant. In this work we introduce
condensed random sets (CRS) as compact rep-
resentations of distributions over annotation sets.
The approach is discussed for both unorganized
term vocabularies and term hierarchies, applied
to an annotated yeast genome dataset and evalu-
ated in comparison to an alternative representa-
tion. Encouraged by the results of the evaluation
we explore further applications by pointing out
how the representation can be used to support the
construction of new semantic similarity measures
for information retrieval.

1 Introduction
Genome sequencing has become a widely used tool in mod-
ern biology. Yet, in higher organisms, genomic information
alone does not suffice to predict and characterize the man-
ner in which particular gene products affect metabolic and
signaling pathways, as it does not reflect the large number
of interactions in the cell. To obtain a better understand-
ing of biological processes the investigation of other lay-
ers of the cell machinery that are closer to the biological
function has recently drawn much attention, e.g. the reg-
ulatory mechanisms involving RNAs [Toledo-Arana et al.,
2009] (transcriptome) and eventually the resulting proteins
and their post-translational modifications themselves (pro-
teome).

Due to a combination of recent advances of experimen-
tal techniques and extensive efforts to systematically sur-
vey literature, biologists have succeeded in establishing cu-
rated collections of information concerning gene products
and their role for a number of model organisms. One of
the results of those efforts was the realization that the same
genes are frequently involved in several, sometimes seem-
ingly unrelated biological processes. That information has
been released to the public in the form of standardized pub-
lic databases in which gene identifiers are associated with
annotations terms describing their function. Using associ-
ated relational knowledge representations such as the Gene
Ontology, annotation terms can be organized and linked

with each other. In particular the Gene Ontology defines
a hierarchy of annotation terms thus allowing to specify
properties on different levels of detail.

In the present work we concern ourselves with the
enrichment of relational knowledge representations with
quantitative information extracted from annotated refer-
ence datasets. In particular we have investigated sets of
annotation terms on the biological processes linked to the
products of known genes. Observed statistical relation-
ships between those annotations, and between terms and
their generalizations were overlaid with term hierarchies
extracted from the Gene Ontology. The resulting data rep-
resentation can be used, e.g.:

1. To summarize and compare properties of datasets;

2. To compute likely expansions of coarse annotations to
a higher level of detail, e.g. when making predictions
from incomplete information or integrating data from
different measurements;

3. To improve semantic similarity measures by taking
into account empirically derived statistical relation-
ships between annotation terms.

In the following section we establish how datasets featur-
ing annotations with multiple terms can be modelled using
condensed random sets. Following that we extend that ap-
proach to integrate it with relational knowledge representa-
tions in the form of term hierarchies. Both variants of the
model are then applied to and evaluated on an annotated
dataset for the bakers and brewers yeast Saccharomyces
cerevisiae, which has been extensively studied as a eukary-
otic model organism (Section 4). The results are compared
to a representation based on an independent modelling of
annotation terms. Finally Section 5 explores the prospect
of applying the modeled term-set distributions for the con-
struction of new context-specific semantic similarity mea-
sures.

2 Condensed Random Sets
Due to their relative flexibility and extensibility annotations
have become a popular way to enrich existing data. Unlike
conventional attributes that may only take one value out
of a fixed domain, the same data-object may be simultane-
ously annotated with several terms that together describe a
property. Denoting the set of potentially admissible anno-
tation terms as Ω, annotations instantiate a set-valued at-
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tribute A∗ that takes values from the set 2Ω formed by the
subsets of Ω. Apart from the simple list of associated terms,
that very information may yield other interesting findings.
For the annotated yeast genome, for example, it allows to
investigate whether the activity of a gene is specific to a
biological process or not. Conversely, when analysing ex-
pression data, the interpretation of the process annotations
yields lists of candidates for pathways or functions that
are affected by targeted interventions. Applied to whole
genomes, the focus shifts from individual sets to frequency
distributions over sets. From these distributions, one can
obtain a quantitative characterization, for instance, of the
level of complexity (fraction of genome involved) and rel-
ative importance (fraction of specialized genes/proteins) of
biological processes in the organisms of interest.

In the probabilistic framework such a distribution over
the possible annotation sets gives rise to a Random Set
[Nguyen, 1978]. The two characteristics suggested as com-
plexity and specificity assessments respectively correspond
to the one-point coverage and the single-element probabil-
ities of the random set, with a distribution p∗ specifying
the probability of each individual annotation-term combi-
nation. Since the number of combinations grows expo-
nentially with the number of admissible annotation terms,
however, a direct representation strategy allows for a very
limited choice of annotation terms only. Even if all val-
ues can be represented in memory, providing estimates for
a large number of – in most cases very small – probabili-
ties with acceptable precision would require unrealistically
large samples [Wasserman, 2006].

Fortunately, many applications do not require represen-
tations with detailed probability values for all set-valued
outcomes. Due to their role in interpretations probabilities
of singletons and the probability of term coverage by set-
valued annotations provide useful information summaries.
By focusing on these pieces of information the condensed
random sets achieve a compact representation of statistical
information regarding set attributes.

The condensed random set approach [Rügheimer, 2007],
builds on a partitioning of the set of the subsets of a sample
space Ω and a mapping of set-distributions to a probabil-
ity/possibility distribution over the condensed domains. In
the formalization of that approach a special attribute value
is introduced to label outcomes that are multi-valued w.r.t.
a frame of discernment Ω or correspond to the empty set.
For simplicity, the representation is initially discussed for
the case of an unstructured repository of annotation terms.

Definition 1 Let Ω be a set of distinct labels. Furthermore
let ω� be a special symbol uniquely associated with and not
already contained in Ω. Consider a mapping σ from the set
of subsets 2Ω to the extended set universe Ω ∪ {ω�}

σ : 2Ω → Ω ∪ {ω�}

∀S ⊆ Ω : σ(S) =

{
ω if S = {ω}, ω ∈ Ω,

ω� otherwise.

(1)

We call σ the set reduction mapping w.r.t. Ω.

It is easily seen that σ preserves the distinction between
singleton elements of 2Ω, but collects the multi-valued out-
comes in a separate class. Consider now a set of objects
or cases O and their description via a set-valued attribute
A∗ taking values from 2Ω. Using the definition of the set
reduction mapping, it is possible to define a condensed set-
valued attribute A� that is linked to the values of A∗:

Definition 2 Let A∗ be a set-valued attribute A∗ : O →
2Ω. Additionally let σ : 2Ω → Ω ∪ {ω�} denote the set
reduction mapping w.r.t. Ω. The condensed set-valued at-
tribute A� induced by A∗ is a mapping:

A� : O → Ω ∪ {ω�}
∀o ∈ O : o 7→ σ(A∗(o)).

(2)

The relation between the attribute domain conveyed by
the set reduction mapping is illustrated in Figure 1. The
underlying term set Ω is referred to as the basic domain
of the condensed set-valued attribute A� (written Ω =
bdom(A�)).

ω1 ω2 ω3 ω� ω1 ω2 ω3

{ω1} {ω2} {ω3} {ω1, ω2} {ω1, ω3} {ω2, ω3}{ω1, ω2, ω3} ∅

? ? ? ?

dom(A∗) = 2Ω

︷ ︸︸ ︷

︸ ︷︷ ︸
dom(A�) = Ω ∪ {ω�}

︸ ︷︷ ︸
bdom(A�) = Ω

Figure 1: Domains of a set-valued attribute A∗, the induced
condensed set-valued attribute A� and underlying basic do-
main Ω. Arrows indicate the set reduction mapping w.r.t Ω.
Shaded elements of dom(A∗) mark multi-valued outcomes
covering ω2.

Per Definition 2 the values of A� depend directly on the
values of A∗. Consequently a probability distribution p∗

over dom(A∗) induces a probability distribution p� over
dom(A�), which summarizes p∗.

p�(ω) = P ∗({S:σ(S) = ω})
= P ∗(σ−1(ω))

=





p∗({ω}) if ω ∈ bdom(A�),
∑

S∈dom(A∗)
|S|6=1

p∗(S) if ω = ω�.

(3)

It is important to realize that for any element ω ∈
bdom(A�), the value p�(ω) refers to the probability of ω
being the only element in an annotation list, rather that just
being one of them. The probability mass originally associ-
ated with multi-valued outcomes S:S ∈ dom(A∗), |S| >
1 or with the empty-set outcome is assigned to a surrogate
attribute value ω� in the condensed probability distribution.
This approach has two immediate benefits: Since p� is still
a probability distribution, well established operations of the
probabilistic framework like conditioning and marginaliza-
tion can be employed with this representation. In addition
to that, Definition 2 can be applied to estimate the con-
densed probability distributions directly from data, that is
without prior computation of the distribution p∗.

Since they represent the non-ambiguous cases, single-
ton annotations are enriched in many real-world datasets.
In the biological application considered here 56.9% of all
genes are annotated with just one term. Should all an-
notations consist of a single term (no ambiguity) the rep-
resentation is equivalent to a probability distribution over
dom(A) = bdom(A�) = Ω as p�(ω) = p(ω) and
p�(ω�) = 0 hold for that case. To support the reconstruc-
tion of one-point coverages, however, a richer represen-
tation is required. Given a probability distribution p∗ for
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a set-valued attribute A∗ taking values from 2Ω, the one-
point coverage of individual elements ω ∈ Ω is computed
as follows:

∀ω ∈ Ω : opc(ω) = P ∗(S : S ⊆ Ω ∧ ω ∈ S)

=
∑

S⊆Ω
ω∈S

p∗(S).
(4)

For each ω ∈ Ω one element of the sum in the right-
hand expression of Equation 4 is obtained directly from the
distribution p� of the induced condensed attribute A�. For
S = {ω} the summand is recovered due to the equality
p∗(S) = p∗({ω}) = p�(ω). To represent the contribution
from all other subsets of Ω, the latter are encoded as pro-
portions relative to p�(ω�) (called coverage factors):

Definition 3 Let p∗ denote a distribution linked to a set-
valued attribute (A∗) over 2Ω and p� the distribution over
the domain dom(A�) of an induced condensed set-valued
attribute A� obtained by applying equation 3. Then the
coverage function c� relative to multi-valued outcomes of
A∗ is defined as a function

c� : Ω → [0, 1]

ω 7→





∑
S⊆Ω,ω∈S,

|S|>1
p∗(S)

p�(ω�) if p�(ω�) > 0,

1 otherwise.

(5)

For p�(ω�) the value c�(ω) denotes the conditional prob-
ability for ω being contained in a non-singleton outcome.
Although the contributions to the one-point coverage could
have been stored directly, the representation via relative
coverage factors was chosen to better support probabilistic
conditioning and marginalization operations. In the case
p�(ω�) = 0, the conditional coverage factors are unde-
fined, but can be set to a constant. Alternatively the prob-
lem can be avoided altogether by using a Laplace correc-
tion.

Like the distribution p�, the relative coverage factors as-
signed by c� can be computed directly from data. Replac-
ing the sum in Equation 4 the one-point coverage may now
be rewritten as

∀ω ∈ Ω : opc(ω) =
∑

S⊆Ω
ω∈S

p∗(S)

= p�(ω) + p�(ω�) · c�(ω)
(6)

In the following, the term condensed distribution is un-
derstood to refer to a tuple (p�, c�) that is formed by a con-
densed probability distribution and the corresponding cov-
erage function.

The advantage of the condensed set-valued attribute A�

and the function p� and c� as compared to the full random
set representation is the reduction of the number of param-
eters. For each term of the attribute domain only the prob-
ability for the singleton outcome and the coverage factor
need to be stored. For practical reasons, it is also advanta-
geous to explicitly represent the combined probability mass
of all multi-valued outcomes, which is required for the cal-
culation of every one-point coverage. This raises the total
number of model parameters to 2|Ω| + 1. With the con-
densed random sets the number of distribution parameters
grows linearly in the size of the underlying base domain
Ω. In contrast, a full distribution over sets would have to
encode the probabilities of 2|Ω| possible instantiations.

3 Application to Term Hierarchies
So far the individual annotation terms were considered
as largely unrelated. In practise, however, terms are fre-
quently organized in a hierarchy. For several application
fields such term hierarchies are specified as part of an on-
tology. We refer to such term relations using the func-
tions parentH /childrenH to denote a terms direct prede-
cessors/descendants in the hierarchy and more generally
ancH /descH for compatible terms of different specificity.
The hierarchical term structure acknowledges that annota-

a1 a2 a3

a11 a12 a13 a31 a32

�����
�

��
A
AA

�
��

A
AA

Figure 2: Attribute Value Hierarchy Example

tions may originate from different sources and provide in-
formation on distinct levels of detail. This means that it
is no longer sufficient to trace which terms or labels have
been used in an annotations itself, but also to consider other
applicable terms that are implied. For example, in the hi-
erarchy depicted in Figure 2 the term a1 is a generalization
of a12. Therefore, whenever a12 applies to a situation, so
does a1. In contrast, if a case is labeled only as a1 we do not
know which of the more specific labels a11, a12, a13 apply
(Figure 2). However, the probability of different refinement
alternatives may be estimated by looking at the conditional
distributions for term usage in fine grained annotations in
reference data or simply the remainder of the dataset.

3.1 Model Construction

{a11} {a12} {a13} {a11, a12} {a11, a13} {a12, a13}{a11, a12, a13}

{a1}

Figure 3: Possible Refinements of Label a1 in the Hierar-
chy from Figure 2

A general approach to use the condensed random set
framework to deal with to such hierarchies has been de-
scribed in [Rügheimer and Kruse, 2008]. Each branch in
the term hierarchy H is associated with a condensed ran-
dom set that models the empirical distributions of the possi-
ble expanded annotations in reference data. The combined
set of labels in the term hierarchy is denoted by L.

The above representation strategy presumes that the ex-
panded annotations w.r.t. different parent labels are (sta-
tistically) independent of one another given those parents
in the hierarchy. Applied to all expandable labels of the
hierarchy, this leads to the data structure depicted in Fig-
ure 4. For each non-leaf label λr an additional label λ�r is
introduced. In the condensed representation the conditional
probability assigned to that label refers to the event that the
label λr is split into more than one applicable child labels
during the next refinement step. This is complemented with
conditional coverage factors, which are stored for each el-
ement in the direct refinement of λr.

To estimate the model parameters from empirical data
the Equations 3 and 5 are applied to the branch distribu-
tions of non-leaf labels λr. The respective reference set is
formed by those observations, for which λr is both appli-
cable and has been expanded on the observed frame. In
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Figure 4: Extended attribute value hierarchy as data structure for the condensed representation of distributions over multi-
valued instantiations (conditional probabilities and coverage factors indicated by solid and dotted arrows respectively)

that case information on the applicability of the individual
child labels of λr is available too. An algorithm to calcu-
late the branch distributions for a given label hierarchy H
is given below (Figure 5). For each instantiation from the
training data, all compatible nodes in the term hierarchy
are marked. Following that, affected branch distributions
are traversed to update counters for element coverage (in
the case of a multi-label instantiation) or for the occurrence
of the respective singleton. Counter updates for the first
label in each instantiation are delayed until a distinction
of single- and multi- label instantiations becomes possible.
After all instantiations have been processed the condensed
distribution function and coverage functions are calculated.

The branch distribution on the originally set-valued se-
lections of applicable labels from the elementary refine-
ment of λr is represented using the condensed distribu-
tion p�H,λr

, with the new element λ�r representing the non-
singleton annotation sets, and the associated coverage func-
tion c�H,λr

. The lcorr parameter denotes a user-defined con-
stant for an optional Laplace correction, which is applied
for both the induction of branch probabilities and condi-
tional coverage factors (the latter being instances of a two
class problem). The bounding of the normalization fac-
tors ensures that all marginal probabilities will be defined,
even if the Laplace correction is not applied. This guar-
antee does not extend to conditional branch probabilities
though. By altering the normalization factors the algorithm
is easily adapted to alternative interpretations of the non-
expanded values in the training data set.

3.2 Recalling Information
To facilitate the use of the above representation to model
distributions, let us now address how stored information
is accessed. To recover a set-distribution from an exist-
ing model, the conditional branch distributions on the hi-
erarchy are recombined into respective distributions on the
frames. For singleton outcomes this amounts to multiply-
ing branch probabilities along a path of label refinement,
i.e. ∀λ ∈ L :

p∗′H({λ}) =
∏

λ′∈({λ}∪ancH(λ))\λ0

p�H,parentH(λ′)(λ
′). (7)

In general the approximation will be imperfect. In addi-
tion to the unavoidable sampling error, the branch distribu-
tions do not distinguish between real singletons and cases
where a label is merely the only applicable element in the
local branch. Provided sufficient training data is available,

Figure 5: Calculation of Condensed Branch Distributions
from Data
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a higher precision can be obtained by adding a separate set
of branch distributions though.

The one point coverages of individual labels are retrieved
by recursively accumulating conditional probabilities and
coverage factors for each elementary refinement leading to
the label in question. For a single recursion step the re-
constructed one-point coverage of a given label is obtained
by application of Equation 6. Because each branch distri-
bution refers only to those cases where the respective an-
cestor labels are applicable, the result is than multiplied
with the respective one-point coverage for the ancestors:
∀λ ∈ L 6= λ0, λr

def= parentH(λ) :

opc′H(λ) = opc′H(λr) ·
(
p�H,λr

(λ)

+ p�H,λr
(λ�r) · cH,λr (λ)

)
,

(8)

where λr is used as a shorthand notation for the parent
label of λ in the hierarchy and λ�r the corresponding sur-
rogate label that indicates multiple applicable elements in
the extension of λr. For each level in the hierarchy an addi-
tional factor is supplied until the root label λ0 is reached. If
the empty annotation sets are excluded the one-point cov-
erage of that label is always one1. To efficiently compute
one-point coverages for several elements of a frame an im-
plementation would reuse partial results whenever the re-
cursion runs over shared ancestors in the hierarchy. Under
the assumption that applicability of the individual labels
within an elementary refinement is independent for non-
singleton instantiations, the one-point coverages can also
be used to approximate probability values for annotations
sets with more than one term, though the approximation
quality is lower than for the singletons.

Finally case-specific information on one-point coverages
and probabilities can be integrated to allow reasoning. This
is achieved by temporarily fixing conditional branch distri-
butions to externally supplied inputs. In the next step the
distributions on the target frames are recomputed with the
provided values taking precedence over those supplied by
the model. Recursions are broken early whenever one of
the externally provided values is encountered and only the
missing conditional branch probabilities are supplemented
by the model.

4 Experimental Evaluation
The evaluation has been conducted on an annotated
genome dataset released to the public via the Saccha-
romyces Genome Database project [SGD Curators, a]. The
SGD-project maintains a curated database that summarizes
published results about the function of the genes and gene
products of the baker’s and brewer’s yeast Saccharomyces
cerevisiae, as well as their respective roles in biological
processes and their intracellular activity sites. Annota-
tion follows a domain-wide standard defined in the gene-
ontology [The Gene Ontology Consortium, 2000]. The lat-
ter also defines term relations that allow to link annotations
on different levels of specificity to each other. The terms
are organized into three non-overlapping term hierarchies
for the tree aspects of annotation (processes, functions, cel-
lular component). Each of these term hierarchies forms

1Otherwise, empty instantiations can easily be represented by
inserting a “virtual” root label with an unnormalized branch dis-
tribution at the top of the hierarchy. In that case, the one point
coverage of the original root label is computed using Equation 8,
whereas the one-point coverage of the new root label is set to one.

a separate branch of the ontology and is connected to the
other two only via the common root node.

Since the full annotation is very detailed, a considerable
fraction of the annotation terms is only applied to a very
small subset of the database. Due to their extremely low
term coverage it is not well-justified to include them into a
statistical analysis. To provide a standardized broader view
of the represented knowledge, less specific versions of the
ontology have been released by the consortium. These so-
called “slim ontologies” define species-specific subsets of
comparatively general Gene Ontology terms and are usu-
ally released together with the full annotation data collected
in coordinated efforts to analyze the genome and proteome
of selected model organisms. The dataset used in the exper-
iments was based on a projection of the full SGD annota-
tions to a subset of relatively broad gene-ontology terms –
the GO-Slim terms for yeast [SGD Curators, b]. Term that
were not included in the in the slim version of the ontology
were mapped to their most specific hierarchical ancestor in
the reduced term set. Both that mapping and the GO-Slim
itself are maintained at the SGD website.

To evaluate the proposed framework, test its underlying
assumptions and compare its predictions with those of al-
ternative frameworks, we implemented three different ap-
proaches:
• A model in which presence or absence of elements in a

set are encoded using binary variables. The latter vari-
ables are treated as independent, so the distribution
of set-instantiations is obtained as a product of binary
distributions for the state of the elements of the under-
lying carrier set. The set-distribution is described via
its one-point-coverage.
• A condensed distribution model using an unstructured

attribute domain
• An enriched term hierarchy using condensed random

sets for the representation of branch distribution (de-
scribed in Section 3).

For the experiment all models were trained using the dis-
tribution of annotation sets from a randomly sampled sub-
sets of the yeast genome. The resulting distribution models
were then compared with the distribution of the annotation
term combinations on the remaining genes. To that end ap-
proximation quality and generalization were evaluated us-
ing several measures that emphasize either overall quality
of fit, the representation of singleton outcomes or the pre-
diction of element coverage. To increase robustness of that
evaluation against sampling effects a cross-validation strat-
egy was employed for all experiments.

4.1 Data Preparation and Experimental Setup
Due to the structure of the SGD projects internal database,
each assignment of an annotation term to a gene is repre-
sented as separate database record. Apart form the gene
name and annotation term these records contain supple-
mentary information, such as alternative gene names, the
annotation aspect class, types of information sources used
to assign the annotation, references to the location of the
gene within the genome or connected publications.

Historically several genes have been described and
named by two or more research group independently. Of-
ten these groups investigated seemingly unrelated biologi-
cal functions in different organisms. Only later, when re-
fined sequencing and sequence comparison techniques al-
lowed to locate genes within a genome and identify ho-
mologue genes in different species, these discoveries have
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been found to refer to identical or analogous objects. As a
result several genes are known by more than just one name.
In order ensure that annotations can be attributed correctly,
the first step of preprocessing consisted in mapping all al-
ternative gene names to unique standard identifiers which
are used throughout all subsequent processes.

Following that, the records where filtered w.r.t. the anno-
tation aspect given. For the purpose of this evaluation the
annotation w.r.t. the “biological process” aspect was cho-
sen. In comparison to the other annotation classes, the an-
notations on the biological processes provide a compara-
tively reliable and extensive higher-level description of the
role of the gene product in the organism. In the remaining
part of the database, annotations for individual genes are
still spread over several database records. To better support
a gene-based view on the data annotations where grouped
by the genes they refer to. The resulting file summarizes
the known biological function for each of 6849 genes us-
ing 909 distinct annotation sets.

In parallel, the preprocessing routines assembled infor-
mation about the annotation scheme employed. To that end
the term hierarchy structure was extracted from the ontol-
ogy and converted them into a domain specification for the
hierarchical version of the condensed distribution models.
Similar domain specifications were prepared for the non-
hierarchical version and for the model based on indepen-
dent binary variables. In those cases however the domain
specifications were limited to a list of annotation terms, that
is the information on term organization was disregarded.
The generated domain specifications were later used to pre-
configure distribution models in the training phase.

The above preprocessing method resulted in a database
of annotation sets for 6849 genes. To study the proper-
ties of the model types this set was split into five partitions
with genes randomly assigned (4 partition with 1370 genes
each and one partition with 1369 genes). To limit sam-
pling effects, the evaluation measures were computed in a
5-fold cross-validation process [Kohavi, 1995] with a dif-
ferent partition serving as a test data set and the remaining
partitions providing training data in each run.

4.2 Parameter Estimation
Using the model configuration files prepared in the prepro-
cessing step and the training data for each validation run,
the different model types were trained for the distribution
of gene annotation sets. In the case of the reference model
with independent binary variables the parameter set con-
sists of one value per element in the carrier set, which de-
scribes the probability of an instantiation containing that
very element. The modeled probability P̂ (S) of any set-
instantiation S ⊆ Ω is obtained by computing the products

P̂ (S) =

(∏

ω∈S

opc(ω)

)
·


 ∏

ω∈Ω\S

(1− opc(ω))


 , (9)

with the model parameters opc(ω) denoting the (estimated)
probability of the element ω being an element of the real-
ization. Coverage rates for elements in the carrier set are
estimated from the frequencies of the two possible out-
comes “element is present in the instantiation” and “ele-
ment is absent in the instantiation”.

For the condensed distribution and hierarchy-based con-
densed distribution model the parameters are singleton
probabilities and conditional coverage factors either for the
distribution as a whole, or – in the hierarchical version –

for subtrees of the label hierarchy. For a detailed descrip-
tion of parameters and the model induction procedures see
Sections 2 and 3 respectively. In all cases, the parameters
were estimated from the observed frequencies in the train-
ing data with a Laplace correction of 0.5 applied.

4.3 Evaluation Measures
Having discussed the different model classes, their training
and the general evaluation method, we shall now investi-
gate the evaluation measures employed for this task. The
measures where chosen to provide complementary infor-
mation on how well different aspects of the set-distribution
are captured by each model type.

Log-Likelihood To describe those measures it is as-
sumed that all models are evaluated against a test data set
Dtst = (d1, d2, . . . , dm) with each di formed by the set of
annotations applicable to one particular gene. A common
way to evaluate the fit of a probability-based model M is
to consider the likelihood of the observed test data Dtst un-
der the model, that is, the conditional probability estimate
P̂ (Dtst | M). The closer the agreement between test data
and model, the higher that likelihood will be. The likeli-
hood is also useful to test model generalization, as models
that overfit the training data tend to predict low likelihoods
for test datasets drawn from the same background distribu-
tion as the training data. To circumvent technical limita-
tions concerning the representation of and operations with
small numbers in the computer, the actual measure used in
practice is based on the logarithm of the likelihood:

log L(Dtst) = log
∏

d∈Dtst

P (d |M) (10)

=
∑

d∈Dtst

log P (d |M). (11)

In that formula the particular term used to estimate the
probabilities P (d | M) of the records in D are model-
dependent. Since the likelihood takes values form [0, 1] the
values for the log-transformed measure are from (−∞, 0]
with larger values (closer to 0) indicating better fit. The
idea of the measure is that the individual cases (genes) in
both the training and the test set are considered as inde-
pendently sampled instantiations of a multi-valued random
variable drawn from the same distribution. The Likeli-
hood of a particular test database of size m is computed
as the product of the likelihoods of its m records. Due to
the low likelihood of individual sample realizations even
for good model approximation, the Log-Likelihood is al-
most always implemented using the formula given in Equa-
tion 11, which yields intermediate results within the bounds
of standard floating point format number representations.

One particular difficulty connected with the Log-
Likelihood, resides in the treatment of previously unob-
served cases in the test data set. If such values are assigned
a likelihood of zero by the model then this assignment en-
tails that the whole database is considered as impossible
and the Log-Likelihood becomes undefined. In the experi-
ment this undesired behavior was countered by applying a
Laplace correction of lcorr = 0.5 during the training phase.
This modification ensures that all conceivable events that
have not been covered in the training data are modeled with
a small non-zero probability estimate and allow the result-
ing measures to discriminate between databases containing
such records.
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Average Record Log-Likelihood: The main idea of the
log-likelihoods measure is to separately evaluate the likeli-
hood of each record in the test database with respect to the
model and consider the database construction process a se-
quence of a finite number of independent trials. As a result
log-likelihoods obtained on test databases of different sizes
are difficult to compare. By correcting for the size of the
test database one obtains an average record log-likelihood
as a more suitable measure:

arLL(Dtst) =
log L(Dtst)
|Dtst|

(12)

Note that in the untransformed domain the mean of the
log-likelihoods corresponds to the geometric mean of the
likelihoods, and is thus consistent with the construction of
the measure from a product of evaluations of independently
generated instantiations.

Singleton and Coverage Rate Errors: In addition to the
overall fit between model and data, it is desirable to char-
acterize how well particular properties of a set-distribution
are represented. In particular it has been pointed out that
the condensed distribution emphasizes the approximation
of both singleton probabilities and the values of the element
coverage. To assess the quality of the approximations from
an application-oriented viewpoint and compare it to results
achieved using other methods, two additional measures –
dsglt and dcov – have been employed. These measures are
based on the sum of squared errors for the respective values
over all elements of the base domain:

dsglt =
∑

ω∈Ω

(p′(ω)− p(ω))2 , (13)

dcov =
∑

ω∈Ω

(opc′(ω)− opc(ω))2 . (14)

4.4 Experimental Results
For increased robustness of the results the evaluation was
conducted using 5-fold cross-validation. In each of the five
runs the models were trained using a Laplace correction of
0.5. To obtain a basis for the assessment and comparison
of the different methods, the evaluation results of the indi-
vidual runs were collected and – with the exception of the
logL measure2 – averaged. These results are summarized
in the Tables 1–3.

log L arLL dsglt dcov

-9039.60 -6.60 0.067856 0.001324
-8957.19 -6.54 0.064273 0.001524
-9132.09 -6.67 0.060619 0.001851
-8935.82 -6.52 0.074337 0.001906
-9193.44 -6.72 0.059949 0.001321

-6.61 0.065406 0.001585

Table 1: Evaluation Results for Model Using Independent
Binary Variables (One-Point-Coverage) with Laplace Cor-
rection of 0.5

As anticipated the two condensed random set-based
models achieve a considerably better fit to the test data
(higher value of arLL-measure) than the model assuming

2See the discussion on the arLL measure to review the argu-
ment why averaging Log-Likelihoods is not meaningful here

log L arLL dsglt dcov

-7629.66 -5.57 0.000539 0.008293
-7559.38 -5.52 0.000457 0.011652
-7752.21 -5.66 0.000857 0.006998
-7529.83 -5.50 0.001014 0.004767
-7828.44 -5.72 0.000567 0.009961

-5.59 0.000686 0.008334

Table 2: Evaluation Results for Condensed Distribution on
Hierarchically Structured Domain with Laplace Correction
of 0.5

log L arLL dsglt dcov

-7992.76 -5.83 0.000241 0.001342
-7885.19 -5.76 0.000222 0.001531
-8045.31 -5.87 0.000411 0.001838
-7839.16 -5.72 0.000612 0.001895
-8195.49 -5.99 0.000268 0.001316

-5.83 0.00035 0.001584

Table 3: Evaluation Results for Condensed Distribution on
Unstructured Domain with Laplace Correction of 0.5

independence of term coverages. Among the two CRS-
based models the variant that uses the term hierarchy struc-
ture clearly benefits from this additional information and
consistently yields better results than its competitor. The
large error obtained for the prediction of singleton annota-
tions in the model based on independent binary variables,
points out the inadequacy of the independence assumption
in the latter representation. In contrast, with their sepa-
rate representation of singleton annotation sets, the CRS-
based models show only small prediction errors for the sin-
gleton frequencies, though the incomplete separations be-
tween real singletons and single elements in local branch
distributions appears to leads to a slightly increased error
for the hierarchical version. This is consistent with the
higher error dcov of that model in the prediction of cov-
erage factors. The two non-hierarchical models represent
one-point coverages directly and therefore achieve identi-
cal prediction error3.

5 Relevance for Semantic Similarity
Measures

Measures of semantic similarity between concepts have
been successfully applied in linguistics, where they are
used in Word Sense Disambiguation [Patwardhan et al.,
2003], and in bioinformatics, where they are used to in con-
nection with annotation databases to evaluate or enhance
clustering or classification algorithms. The Gene Ontology
[The Gene Ontology Consortium, 2000] has been devel-
oped with the aim of supporting users in using their bio-
logical background knowledge to find information in bio-
logical databases. But to actually retrieve the desired in-
formation it is necessary to relate the users query to stored
pieces of information (e.g. documents). The majority of
current search engines try to interpret the meaning of the
query based on the keywords contained in it. The system
uses these keywords to rank results by their degree of sim-
ilarity to the applied query as defined by a similarity mea-
sure. If the keywords are well chosen, these methods fre-

3The minor differences between the tables are merely artifacts
of the two-factor decomposition of coverage factor in the con-
densed distribution.
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quently provide an appropriate list of results. However, if
the search terms are ambiguous or are used in different do-
mains, then a rather inhomogeneous collection of results is
returned. As this is the case for a considerable number of
queries retrieval performance can be improved by applying
automatic categorization / filtering techniques to separate
those cases. In the biocomputing and the biomedical field
semantic similarity measures have been employed to im-
prove document retrieval [Lord et al., 2003], [Pedersen et
al., 2007].

Whereas earlier semantic similarity measures were
based on graph distance in a term hierarchy some of the
more recent variants rely on measures of statistical inter-
action between pairs of terms [Lin, 1998] and context vec-
tors, which essentially compare relative term coverage be-
tween the query and each semantic class [Patwardhan et
al., 2003]. In [De Luca, 2008], semantic prototype vectors
were constructed from a combination of observed data and
extensions acquired from ontological resources.

With condensed random sets it would be possible to ob-
tain a more accurate representation of the distribution of
annotation sets. Due to the additional parameters for mod-
elling single valued annotations a typically large fraction
of many real world datasets is represented with increased
precision. Moreover term interaction are implicitly con-
sidered in the hierarchical version of the model. Cur-
rently the likelihood measures used in Section 4 are be-
ing developed into normalized similarity measures. Al-
ready the likelihood based assessment of similarity allow
comparisons between groups of annotated objects as well
as between groups and individual annotation sets. It can
thus be applied both to compare clusters/groups (compar-
ison: distribution–distribution) and to solve classification
problems such as word sense disambiguation (comparison:
instantiation–distribution).

6 Conclusions
Condensed Random Sets allow to efficiently model proba-
bility distributions over annotation sets. Because the num-
ber of model parameters is linear in the cardinality of the
annotation term set, it can be applied to datasets that are
inaccessible to a full random set representation.

It was demonstrated that the assumptions made to
achieve this compact representation are in agreement with
properties of a relevant real-world biological dataset lead-
ing to a high approximation quality – when compared to a
reference approach with independent modeling of term an-
notations. At the same time the condensed representation
allows to reduce the problem of overfitting, which consti-
tutes another common problem with full random set repre-
sentations.

A hierarchical version allows to condition distributions
and to supplement information given on different levels
of detail. Although the example discussed in this paper
refers to a specific problem of biological data analysis, the
internal representation employed is general enough to be
applied to other random-set based knowledge models in a
large field of applications.
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Abstract
We describe the poker agent AKI-REALBOT
which participated in the 6-player Limit Compe-
tition of the third Annual AAAI Computer Poker
Challenge in 2008. It finished in second place,
its performance being mostly due to its superior
ability to exploit weaker bots. This paper de-
scribes the architecture of the program and the
Monte-Carlo decision tree-based decision engine
that was used to make the bot’s decision. It will
focus the attention on the modifications which
made the bot successful in exploiting weaker
bots.

1 Introduction
Poker is a challenging game for AI research because of a
variety of reasons [Billings et al., 2002]. A poker agent
has to be able to deal with imperfect (it does not see all
cards) and uncertain information (the immediate success
of its decisions depends on random card deals), and has to
operate in a multi-agent environment (the number of play-
ers may vary). Moreover, it is not sufficient to be able to
play an optimal strategy (in the game-theoretic sense), but
a successful poker agent has to be able to exploit the weak-
nesses of the opponents. Even if a game-theoretical optimal
solution to a game is known, a system that has the capabil-
ity to model its opponent’s behavior may obtain a higher
reward. Consider, for example, the simple game of rock-
paper-scissors aka RoShamBo [Billings, 2000], where the
optimal strategy is to randomly select one of the three pos-
sible moves. If both players follow this strategy, neither
player can gain by unilaterally deviating from it (i.e., the
strategy is a Nash equilibrium). However, against a player
that always plays rock, a player that is able to adapt its
strategy to always playing paper can maximize his reward,
while a player that sticks with the “optimal” random strat-
egy will still only win one third of the games. Similarly, a
good poker player has to be able to recognize weaknesses
of the opponents and be able to exploit them by adapting
its own play. This is also known as opponent modeling.

In every game, also called a hand, of fixed limit Texas
Hold’em Poker, there exist four game states. At the pre-flop
state, every player receives two hole cards, which are hid-
den to the other players. At the flop, turn and river states,
three, one and one community cards are dealt face up re-
spectively, which are shared by all players. Each state ends
with a betting round. At the end of a hand (the showdown)

∗This paper is a resubmission and has been accepted at the
32nd Annual Conference on Artificial Intelligence (KI 2009).

the winner is determined by forming the strongest possi-
ble five-card poker hand from the players’s hole cards and
the community cards. Each game begins by putting two
forced bets (small blind and big blind) into the pot, where
the big blind is the minimal betting amount, in this context
also called small bet (SB). In pre-flop and flop the betting
amount is restricted to SBs, whereas on turn and river one
has to place a big bet (2× SB). At every turn, a player can
either fold, check/call or bet/raise.

In this paper, we will succinctly describe the architec-
ture of the AKI-REALBOT poker playing engine (for more
details, cf. [Schweizer et al., 2009]), which finished sec-
ond in the AAAI-08 Computer Poker Challenge in the 6-
player limit variant. Even though it lost against the third
and fourth-ranked player, it made this up by winning more
from the fifth and sixth ranked player than any other player
in the competition.

2 Decision Engine
2.1 Monte-Carlo Search
The Monte Carlo method [Metropolis and Ulam, 1949] is
a commonly used approach in different scientific fields. It
was successfully used to build AI agents for the games of
bridge [Ginsberg, 1999], backgammon [Tesauro, 1995] and
Go [Bouzy, 2003]. In the context of game playing, its key
idea is that instead of trying to completely search a given
game tree, which is typically infeasible, one draws random
samples at all possible choice nodes. This is fast and can
be repeated sufficiently frequently so that the average over
these random samples converges to a good evaluation of
the starting game state.

Monte-Carlo search may be viewed as an orthogonal ap-
proach to the use of evaluation functions. In the latter case,
the intractability of exhaustive search is dealt with by lim-
iting the search depth and the use of an evaluation func-
tion at the leaf nodes, whereas Monte Carlo search deals
with this problem by limiting the search breadth at each
node and the use of random choice functions at the deci-
sion nodes. A key advantage of Monte Carlo search is that
it can deal with many aspects of the game without the need
for explicitly representing the knowledge. Especially for
poker, these include hand strength, hand potential, betting
strategy, bluffing, unpredictability and opponent modeling
[Billings et al., 1999]. These concepts, for which most are
hard to model explicitly, are considered implicitly by the
outcome of the simulation process.

In each game state, there are typically three possible ac-
tions, fold, call and raise.1 AKI-REALBOT uses the sim-

1The AAAI rules restrict the number of bets to four, so that a
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Figure 1: Monte Carlo Simulation: the figure depicts an example situation on the turn, where AKI-REALBOT is next to
act (top). The edges represent in general the actions of players or that of the chance player. For the decisions call or raise
(middle and right path), two parallel simulations are initiated. The path for the call decision for example (in the middle),
simulates random games until the showdown (the river card is Qd, the opponent cards are estimated as KsQs, and both
players check on the river.) and the estimated loss of 70$ is backpropagated along the path.
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ulated expected values (EV) for them to evaluate a deci-
sion. These EVs are estimated by applying two indepen-
dent Monte-Carlo searches, one for the call action and the
other one for the raise action (cf. Figure 1). Folding does
not have to be simulated, since the outcome can be calcu-
lated immediately. Then at some point, these search pro-
cesses are stopped by the Time Management component
[Schweizer et al., 2009], which tries to utilize the avail-
able time as effective as possible. Since an increase in the
number of simulated games also increases the quality of the
EVs and therefore improves the quality of the decision, a
multi-threading approach was implemented.

Our Monte-Carlo search is not based on a uniformly dis-
tributed random space but the probability distribution is bi-
ased by the previous actions of a player. For this purpose,
AKI-REALBOT collects statistics about each opponent’s
probabilities for folding (f ), calling (c), and raising (r),
thus building up a crude opponent model. This approach
was first described in [Billings et al., 1999] as selective
sampling. For each played hand, every active opponent
player is assigned hole cards. The selection of the hole
cards is influenced by the opponent model because the ac-
tions a player takes reveal information about the strength
of his cards, and should influence the sample of his hole
cards. This selection is described in detail in Section 3. Af-
ter selecting the hole cards, at each player’s turn, a decision
is selected for this player, according to a probability vector
(f, c, r), which are estimated from the previously collected
data.

Each community card that still has to be unveiled is also
randomly picked whenever the corresponding game state
change happens. Essentially the game is played to the
showdown. The end node is then evaluated with the amount
won or lost by AKI-REALBOT, and this value is propa-
gated back up through the tree. At every edge the average
of all subtrees is calculated and represents the EV of that
subtree. Thus, when the simulation process has terminated,
the three decision edges coming from the root node hold
the EV of that decision. In a random simulation, the bet-
ter our hand is, the higher the EV will be. This is still true
even if we select appropriate samples for the opponents’
hole cards and decisions as long as the community cards
are drawn uniformly distributed.

2.2 Decision Post-Processing
AKI-REALBOT post-processes the decision computed by
the Monte-Carlo search in order to increase the adaptation
to different agents in a multiplayer scenario even further
with the goal of exploiting every agent as much as possible
(in contrast to [Billings et al., 1999]). The exploitation of
weak opponents is based on two simple considerations:

1. Weak players play too tight, i.e. they fold too often
2. Weak players play too loose (especially post-flop),

which is the other extreme: they play too many
marginal hands until the showdown

These simply defined weak players can be easily exploited
by an overall aggressive play strategy. It is beneficial for
both types of players. First, if they fold too often, one can
often bring the opponent to fold a better hand. Second,
against loose players, the hand strength of marginal hands
increase, such that one can win bigger pots with them than
usual. Besides the aggressive play, the considerations im-
ply a loose strategy. By expecting that AKI-REALBOT can

raise is not always possible.
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Figure 2: Aggressive Pre-flop Value δ(d)

outplay the opponent, it tries to play as many hands as pos-
sible against weaker opponents.

This kind of commonly known expert-knowledge was
explicitly integrated. For this purpose, so-called decision
bounds were imposed on the EVs given by the simulation.
This means that for every opponent, AKI-REALBOT cal-
culates dynamic upper and lower bounds for the EV, which
were used to alter the strategy to a more aggressive one
against weaker opponents. E(f) will now denote the EV
for the fold path, while E(c) and E(r) will be the values
for call and raise respectively. Without post-processing,
AKI-REALBOT would pick the decision x where E(x) =
maxi={f,c,r}E(i).

Aggressive Pre-flop Value
The lower bound is used for the pre-flop game state only.
As long as the EV for folding is smaller than the EV for
either calling or raising (i.e., E(f) < max(E(c), E(r))), it
makes sense to stay in the game. More aggressive players
may even stay in the game ifE(f)−δ < max(E(c), E(r))
for some value δ > 0. If AKI-REALBOT is facing a weak
agent W it wants to exploit its weakness. This means that
AKI-REALBOT wants to play more hands againstW . This
can be achieved by setting δ > 0. We assume that an agent
W is weak if he has lost money against AKI-REALBOT
over a fixed period of rounds. For this purpose, AKI-
REALBOT maintains a statistic over the number of small
bets (SB) d, that has been lost or won against W in the last
N = 500 rounds. For example, if W on average loses 0.5
SB/hand to AKI-REALBOT then d = 0.5 × 500 = 250
SB. Typically, d is in the range of [−100, 100]. Then, the
aggressive pre-flop value δ for every opponent is calculated
as

δ(d) = max(−0.6,−0.2× (1.2)d)
Note that δ(0) = −0.2 (SB), and that the value of max-
imal aggressiveness is already reached with d ≈ 6 (SB).
That means, that AKI-REALBOT already sacrifices in the
initial status d = 0 some EV (maximal -0.2 SB) in the
pre-flop state, in the hope to outweight this drawback by
outplaying the opponent post-flop. Furthermore, if AKI-
REALBOT has won in the last 500 hands only more than 6
SB against the faced opponent, it reaches its maximal opti-
mism by playing also hands which EVs were simulated as
low as ≈ −0.6 SB. This makes AKI-REALBOT a very ag-
gressive player pre-flop, especially if we consider that δ for
more than one active opponent is calculated as the average
of their respective δ values.
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Figure 3: Aggressive Raise Value ρ(d)

Aggressive Raise Value
The upper bound is used in all game states and makes AKI-
REALBOT aggressive on the other end of the scale. As
soon as this upper bound is reached, it will force AKI-
REALBOT to raise even ifE(c) > E(r). This will increase
the amount of money that can be won if AKI-REALBOT is
very confident about his hand strength. This upper bound
is called the aggressive raise value ρ.

ρ(d) = min(1.5, 1.5× (0.95)d)

Here, the upper bound returns ρ(0) = 1.5 for the initial
status d = 0, which is 1.5 times the SB and therefore a
very confident EV. In fact, it is so confident that this is also
the maximum value for ρ. The aggressive raise value is
not influenced if we lose money against a player. If, on the
other hand, AKI-REALBOT wins money against an agent
W , it will slowly converge against zero, resulting in a more
and more aggressive play.

As said before, the value of d is calculated based on a
fixed amount of past rounds. It is therefore continuously
changing with AKI-REALBOT’s performance over the past
rounds. The idea is to adapt dynamically to find an optimal
strategy against any single player. On the other hand, it is
easy to see that this makes AKI-REALBOT highly vulner-
able against solid, strong agents.

3 Opponent Modeling
In general, the opponent modeling of the AKI-REALBOT,
which is used to adjust the implemented Monte-Carlo sim-
ulation to the individual behavior of the other players, con-
siders every opponent as a straight-forward player. That
means, we assume that aggressive actions indicate a high
hand strength and passive actions a low hand strength.
Within the simulation, the opponent’s hand strength is
guessed based on the action he takes. So if a player often
folds in the pre-flop phase but calls or even raises in one
special game this means he has probably a strong hand. In
addition the opponent modeling tries to map cards to the
actions every player takes.

AKI-REALBOT has two different routines that enables
it to guess hole cards according to the opponent model.
Which routine is used depends on the game state.

Pre-Flop State:
In pre-flop, we assume that the actions of a player are only
based on his hole cards. He is either confident enough to
raise or to make a high call, whereas making a small call

may indicate a lower confidence in his hand. A high call is
indicated by committing more than a big bet. In either case
his observed fold ratio f and call ratio c are used to cal-
culate an upper and lower bound for the set of hole cards.
It is common to divide the set of possible hole cards into
buckets, where each bucket consists of hole cards of sim-
ilar hand strength, to reduce the space of hole card com-
binations. We used five buckets, U0 being the weakest
bucket and U4 (e.g. containing the cards AA) the strongest.
The buckets have the following probability distribution:
p(U0) = 0.65, p(U1) = 0.14, p(U2) = 0.11, p(U3) =
0.07, p(U4) = 0.03.

In the first case of the above example, the upper bound
U is set to the maximum possible bucket value (Uh = 4)
because high confidence was shown. The lower bound
is calculated by taking l = c + f and relating this to the
bucket. That means, the lower bound is set to exclude the
hole cards, for which the player would only call or fold. If
for example f = 0.71 and c = 0.2, the player raises only
in 9% of cases. Since we assumed a straight-forward or
honest player, we imply that he only does this with the top
9% of hole cards. So, the lower bound is set to U3. Then,
the hole cards for that player are selected randomly from
the set of hole cards which lie between the bounds.

Post-Flop State
The second routine for guessing the opponents’ hole cards
is used when the game has already entered a post-flop state.
The main difference is that the actions a player takes are
now based on both hidden (his hole cards) and visible in-
formation (the board cards). Therefore, AKI-REALBOT
has to estimate the opponent’s strength also by taking the
board cards into account. It estimates how much the op-
ponent is influenced by the board cards. This is done by
considering the number of folds for the game state flop. If
a player is highly influenced by the board he will fold often
on the flop and only play if his hand strength has increased
with the board cards or if his starting hand was irrespec-
tively very strong.

This information is used by AKI-REALBOT to assign
hole cards in the post-flop game state. Two different meth-
ods are used here:
• assignTopPair: increases the strength of the hole cards

by assigning the highest rank possible, i.e., if there is
an ace on the board the method will assign an ace and
a random second card to the opponent.
• assignNutCard: increases the strength of the hole

cards even more by assigning the card that gives
the highest possible poker hand using all community
cards i.e. if there is again an ace on the board but also
two tens the method will assign a ten and a random
second card.

These methods are used for altering one of the player’s
hole card on the basis of his fold ratio f on the flop. We dis-
tinguish among three cases based on f , where probability
values pTop and pNut are computed.

(1) f < 1
3 ⇒ pTop = 3(f)2 ∈ [0, 1

3 [
pNut = 0

(2) 1
3 ≤ f < 2

3 ⇒ pTop = 1
3

pNut = 1
3 (3f − 1)2 ∈ [0, 1

3 [
(3) f ≥ 2

3 ⇒ pTop = 1
3

pNut = f − 1
3 ∈ [ 13 ,

2
3 ]
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Table 1: AAAI-08 Poker Competition Results: pairwise and overall performance of each entry
POKI0 AKI-REAL DCU CMURING MCBOT GUS6

POKI0 65,176 2,655 18,687 29,267 214,840
AKI-REALBOT -65,176 -15,068 -2,769 30,243 348,925
DCU -2,665 15,068 7,250 16,465 90,485
CMURING -18,687 2,769 -7,250 7,549 92,453
MCBOTULTRA -29,267 -30,243 -16,465 -7,549 16,067
GUS6 -214,840 -348,925 -90,485 -92,453 -16,067
Total 330,822 296,293 126,657 76,848 -67,529 -763,091
avg. winnings/game 3934 3579 1512 939 -800 -9042
SB/Hand 0.656 0.588 0.251 0.152 -0.134 -1.514
Place 1. 2. 3. 4. 5. 6.

To be clear, assignTopPair is applied with a probability of
pTop, assignNutCard is applied with a probability of pNut

and with a probability of 1− (pTop + pNut) the hole cards
are not altered. As one can see in the formulas, the higher
f is, the more likely it is that the opponent will be assigned
a strong hand in relation to the board cards. Note that for
both methods the second card is always assigned randomly.
This will sometimes strongly underestimate the cards e.g.
when there are three spade cards on the board assignNut-
Card will not assign two spade cards.

4 AAAI-08 Computer Poker Competition
Results

AKI-REALBOT participated in the 6-player Limit compe-
tition part of the Computer Poker Challenge at the AAAI-
08 conference in Chicago. There were six entries: HY-
PERBOREAN08 RING aka POKI0 (University of Alberta),
DCU (Dublin City University), CMURING (Carnegie
Mellon University), GUS6 (Georgia State University),
MCBOTULTRA and AKI-REALBOT, two independent en-
tries from TU Darmstadt.

Among these players, 84 matches were played with dif-
ferent seating permutations so that every bot could play in
different positions. Since the number of participants were
exactly 6, every bot was involved in all 84 matches. In turn,
this yielded 504000 hands for every bot. In that way, a sig-
nificant result set was created, where the final ranking was
determined by the accumulated win/loss of each bot over
all matches.2

Table 1 shows the results over all 84 matches. All bots
are compared with each other and the win/loss statistics are
shown in SBs. Here it becomes clear that AKI-REALBOT
exploits weaker bots because the weakest bot, GUS6, loses
most of it’s money to AKI-REALBOT. Note, that GUS6
lost in average more than 1.5 SBs per hand, which is a
worse outcome than by folding every hand, which results in
an avg. loss of 0.25 SB/Hand. Although AKI-REALBOT
loses money to DCU and CMURING it manages to rank
second, closely behind POKI0, because it is able to gain
much higher winnings against the weaker players than any
other player in this field. Thus, if GUS6 had not partic-
ipated in this competition, AKI-REALBOT’s result would
have been much worse.

5 Conclusion
In this paper, we have described the poker agent AKI-
REALBOT that finished second in the AAAI-08 Poker
Competition. Its overall performance was very close to the

2The official results can be found at http://www.cs.
ualberta.ca/˜pokert/2008/results/

winning entry, even though it has lost against three of its
opponents in a direct comparison. The reason for its strong
performance was its ability to exploit weaker opponents. In
particular against the weakest entry, it won a much higher
amount than any other player participating in the tourna-
ment. The key factor for this success was its very aggres-
sive opponent modeling approach, due to the novel adap-
tive post-processing step, which allowed it to stay longer
in the game against weaker opponents as recommended by
the simulation.

Based on these results, one of the main further steps
is to improve the performance of AKI-REALBOT against
stronger bots. An easy way would be to adopt the ap-
proaches of the strongest competitors of the competition,
for which there exists a multitude of publications. But,
we see also yet many possible improvements for our ex-
ploitative approach, which we elaborate in [Schweizer et
al., 2009] and are currently working on.
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Abstract

Pattern tree induction has recently been in-
troduced as a novel method for classification.
Roughly speaking, a pattern tree is a hierar-
chical, tree-like structure, whose inner nodes
are marked with generalized (fuzzy) logical
operators, and a pattern tree classifier con-
sists of one such tree per class. Since a pat-
tern tree can thus be considered as a kind
of logical characterization of a class, the ap-
proach is very appealing from an interpreta-
tion point of view. Yet, as will be argued
in this paper, the method that has origi-
nally been proposed for learning pattern trees
is not optimal and offers scope for improve-
ment. To overcome its disadvantages, we pro-
pose a new method which is based on the use
of co-evolutionary algorithms. Experimen-
tally, it will be shown that our approach is
indeed able to outperform the original learn-
ing method in terms of predictive accuracy.

1 Introduction

Pattern tree induction has recently been introduced
as a novel method for classification by Huang, Gedeon
and Nikravesh [Huang et al., 2008]. Roughly speak-
ing, a pattern tree is a hierarchical, tree-like structure,
whose inner nodes are marked with generalized (fuzzy)
logical operators, and whose leaf nodes are assigned
to input attributes. A node takes the values of its
descendants as input, applies the respective operator,
and submits the output to its predecessor. Thus, a
pattern tree implements a recursive mapping produc-
ing outputs in [0, 1]. A pattern tree classifier consists
of a set of pattern trees, one for each class. A query
instance to be classified is submitted to each tree, and
a prediction is made in favor of the class whose tree
produces the highest output.

Pattern trees are interesting for several reasons, es-
pecially from an interpretation point of view. In fact,
each tree can be considered as a kind of logical de-
scription of a class. Alternatively, in the context of
preference learning [Hüllermeier et al., 2008], a tree
can be seen as a utility function: Each class corre-
sponds to a choice alternative, and the one with the
highest utility is selected.

Even though first experiments seem to suggest that
pattern tree classifiers perform reasonably well in
terms of predictive accuracy, the learning algorithm

originally proposed in [Huang et al., 2008] is arguably
not optimal. In particular, as will be explained in more
detail later on, it translates training examples into ex-
amples for each tree in a questionable way. Besides, it
expands trees by using a simple greedy strategy and,
therefore, is susceptible to local optima. In this paper,
we therefore propose an alternative method for train-
ing pattern tree classifiers which is based on the idea
of optimization via co-evolution.

The rest of the paper is structured as follows. Sec-
tion 2 gives a short introduction to pattern tree in-
duction. Section 3 is devoted to our novel method
of co-evolutionary pattern tree learning. Experimen-
tal results are presented in Section 4. The paper end
with some concluding remarks and an outlook on fu-
ture work in Section 5.

2 Pattern Trees

In this section, we briefly describe pattern trees and
the original learning algorithm; for technical details,
we refer to [Huang et al., 2008]. Subsequently, we dis-
cuss some deficiencies of this method and motivate an
alternative approach.

2.1 Tree Structure and Components
We proceed from the common setting of supervised
learning and assume an attribute-value representation
of instances, which means that an instance is a vector

x ∈ X = X1 ×X2 × . . .×Xm ,

where Xi is the domain of the i-th attribute Ai. Each
domain Xi is discretized by means of a fuzzy parti-
tion, that is, a set of fuzzy subsets Fi,j of Xi such
that

∑
j Fi,j(x) > 0 for all x ∈ Xi (recall that a fuzzy

set Fij is an Xi → [0, 1] mapping). The Fij are of-
ten associated with linguistic labels (such as “small”
or “large”) and then also referred to as fuzzy terms.
Each instance is associated with a class label

y ∈ Y = {y1, y2, . . . , yk} .

A training example is a tuple (x, y) ∈ X × Y.
Unlike decision trees, which assume an input at the

root node and output a class prediction at each leaf,
pattern trees process information in the reverse direc-
tion. The input of a pattern tree is entered at the leaf
nodes. More specifically, a leaf node is labeled by an
attribute Ai and a fuzzy subset F of the corresponding
domain Xi. Given an instance x = (x1, . . . , xm) ∈ X
as an input, the node produces F (xi) as an output,
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Name T-Norm Code
MIN min{a, b} MIN
Algebraic ab ALG
Lukasiewicz max{a + b− 1, 0} LUK
EINSTEIN ab

2−(a+b−ab) EIN

Name T-CoNorm Code
MAX max{a, b} MAX
Algebraic a + b− ab COALG
Lukasiewicz min{a + b, 1} COLUK
EINSTEIN a+b

1+ab COEIN

Table 1: Fuzzy Operators

that is, the degree to which xi is in F . This degree of
membership is then propagated to the parent node.

Internal nodes are labeled by generalized logical or
arithmetic operators, including

• t-norms and t-conorms [Klement et al., 2002],

• weighted and ordered weighted average [Schweizer
and Sklar, 1983; Yager, 1988].

A t-norm is a generalized conjunction, namely a mono-
tone, associative and commutative [0, 1]2 → [0, 1] map-
ping with neutral element 1 and absorbing element
0. Likewise, a t-conorm is a generalized disjunc-
tion, namely a monotone, associative and commuta-
tive [0, 1]2 → [0, 1] mapping with neutral element 0
and absorbing element 1. Some examples of t-norms
and t-conorms are shown in Table 1.

An ordered weighted average (OWA) combination
of k values v1 . . . vk is defined by

OWAw(v1 . . . vk) df=
k∑

i=1

wi · vτ(i), (1)

where τ is a permutation of {1 . . . k} such that
vτ(1) ≤τ(2)≤ . . . ≤ vτ(k) and w = (w1 . . . wk) is a
weight vector satisfying wi ≥ 0 for i = 1 . . . k and∑k

i=1 wi = 1. Thus, just like the normal weighted av-
erage (WA), an OWA operator is parameterized by a
set of weights.

Note that for k = 2, (1) is simply a convex combina-
tion of the minimum and the maximum. In fact, the
minimum and the maximum operator are obtained,
respectively, as the two extreme cases of (1): w1 =
1 yields OWAw(v1 . . . vk) = vτ(1) = min(v1 . . . vk)
and wk = 1 gives OWAw(v1 . . . vk) = vτ(k) =
max(v1 . . . vk). Therefore, the class of OWA opera-
tors nicely “fills the gap” between the largest conjunc-
tive combination, namely the minimum t-norm, and
the smallest disjunctive combination, namely the max-
imum t-conorm.

The result of an evaluation of an internal node is
again propagated to its parent and so forth. The out-
put produced by a tree is the output of its root node.
Fig. 1 shows some examples.

A pattern tree classifier consists of a set of pattern
trees pti, i = 1, 2, . . . , k, one for each class. Given a
new instance x to be classified, a prediction is made
in favor of the class whose tree produces the highest
score:

ŷ = arg max
yi∈Y

pti(x) (2)

X

A

Y

MIN

A B

Z

OWA(0.9,0.1)

A MAX

B C

Figure 1: Pattern Tree Examples

2.2 Pattern Tree Induction
Following [Huang et al., 2008], pattern trees are build
one by one independently of each other. For each class,
the induction method carries out the following steps:

1. Initialize with primitive pattern trees
2. Filter candidates by evaluation of their similarity

to the class
3. Check stopping criterion
4. Recombine candidates using a set of fuzzy opera-

tors
5. Loop at step 2

During initialization, primitive pattern trees are cre-
ated. They consist of only one leaf node. The first set
of candidate trees is built by creating one such primi-
tive pattern tree for each fuzzy term of each attribute.

In the second step, the “similarity” of each can-
didate tree with its respective class yi is evaluated.
Roughly speaking, this is done by comparing the sub-
set A of examples of that class with the fuzzy subset B
of instances as predicted by the tree: If (x, y) is a train-
ing example, then A(x) = 1 if y = yi and A(x) = 0
if y 6= yi. Likewise, B(x) is the output of the tree
produced for the input x. A and B are similar if high
values A(x) come along with high values B(x) and
vice versa. This can be quantified in terms of different
measures of similarity, such as the generalized Jaccard
coefficient

|A ∩B|
|A ∪B| =

∑

xi

min(A(xi), B(xi))
max(A(xi), B(xi))

.

Only candidate trees with a high degree of similarity
are considered within the next steps. In step 4, every
possible combination of two candidate trees, sticked
together by one of the allowed fuzzy operators, is cre-
ated (i.e., by taking the operator as a root and the
two candidate trees as subtrees). All these candidates
are used for the next iteration starting at step 2. The
algorithm stops if a stopping criterion is satisfied, for
example if the candidate trees reach a certain depth.

2.3 Discussion
The learning procedure as outlined above can be criti-
cized for several reasons, notably the following. First,
the learning algorithm implements a kind of greedy
search in the hypothesis space. Since this space is ex-
tremely complex, it is likely to get stuck in local op-
tima. Clearly, the complexity of the search space and
the highly non-linear nature of the models prevents
from the use of search algorithms which guarantee op-
timality. Yet, there is hope that better solutions can
be found at the cost of an increased though still accept-
able search effort. As mentioned previously, we shall
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resort to search methods from the field of evolutionary
optimization.

Second, one may argue that the learning problem
is made more difficult than necessary. In fact, as de-
scribed above, the learning algorithm seeks to find, for
each class yi, a pattern tree that delivers outputs close
to 1 for instances x from this class and outputs close to
0 for instances from other classes. This property is in-
deed a sufficient criterion for correct classification, but
actually not a necessary one. Indeed, according to (2),
a prediction is made by combining the outputs of all
pattern trees using the arg max operator. Therefore, a
prediction is correct as soon as the true class receives
the highest score. This does not mean, of course, that
the score must be close to 1, while all other scores are
close to 0. Trying to comply with this much stronger
property will presumably lead to models that are more
complex than necessary.

As an illustration, suppose that all classes are cor-
rectly characterized by simple linear functions (i.e.,
the trees have depth 2 and a WA operator as a root
node). Combined with arg max, these functions will al-
ways produce the correct prediction, even though the
outputs will not always be close to 0 and 1, respec-
tively. Instead, more complex, non-linear models will
be needed to produce these type of predictions.

To avoid making the learning problem more diffi-
cult than necessarily, we shall propose an alternative
formalization in the next section.

3 Co-Evolutionary Pattern Tree

Induction

3.1 Co-Evolutionary Algorithms
Evolutionary algorithms (EA) are population-based
stochastic search methods which seek to optimize a
solution by mimicking the process of biological evolu-
tion. They can be applied in a quite universal way
and have been used in a wide spectrum of application
domains.

To apply evolutionary algorithms to complex prob-
lems more efficiently, a modularization technique, re-
ferred to as co-evolution, has recently been proposed
[Potter and Jong, 2000; Morrison and Oppacher, 1999].
The general idea of co-evolution is to evolve the sub-
components of a (structured) solution, also referred
to as species, in different sub-populations. To assure
that the sub-components can be assembled into a glob-
ally optimal solution, the fitness of an individual in a
species is evaluated by its ability to participate in a
cooperative team consisting of one representative per
species. The global fitness function used in this con-
text is also referred to as the shared domain model.

Determining the fitness of individuals of a certain
species can simply be achieved by the evaluation of
collaborations formed with representatives from each
of the other species. Representatives of a species can
be individuals of a certain fitness, or even the whole
population. Essential for the validity of an individuals
fitness, which can also be seen as a measure of the
individual’s contribution to the overall solution, is the
selection of representatives of the other species.

3.2 Pattern Tree Induction
In our concrete application of pattern tree induction,
an individual is a single pattern tree. We evolve one

species per class and denote by I
(t)
i the t-th generation

of the i-th species. A hypothesis h consists of exactly
one individual for each species, that is, one pattern
tree for each class. As a fitness criterion (shared do-
main model), we use the classification accuracy of a
hypothesis on the training data.

The evolutionary process comprises the following
steps:

1. Initialize each species
2. Evaluate collective fitness
3. Check termination condition
4. Reproduce each species
5. Mutate each species
6. Continue at 2

Step 1 - Initialization

To obtain a first generation of pattern trees, random
pattern trees of size 1 or 3 are created. Here, the size
of a tree is defined as the number of nodes in the tree,
including both, internal and leaf nodes.

Step 2 - Evaluation

After a new generation has been created, the fitness
of all individuals of each species must be calculated.
This is done by building every possible classifier, that
is, every combination

h
(t)
j1,...jk

df= (pt
(t)
1,j1

, pt
(t)
2,j2

, ..., pt
(t)
k,jk

) ∈ I
(t)
1 ×I

(t)
2 ×...×I

(t)
k

of pattern trees with k denoting the number of species
(classes) and pti,ji

being the ji-th pattern tree of the
i-th species. The number of possible combinations is
mk, with m the size of each population (we evolve each
species using the same population size).

As mentioned above, a hypothesis h is evaluated by
its accuracy on the training data, acc(h). Moreover,
the evaluation (fitness) of a single pattern tree pt

(t)
ji

is
given by the best hypothesis in which it has partici-
pated:

F
(
pt

(t)
ji

)
df= max

j1,...,ji−1,ji+1,...,jk

acc
(
h

(t)
j1,...,jk

)
.

Step 3 - Termination

The proposed Co-EA terminates if one of the following
conditions hold. First, the iteration stops after a max-
imum number of iterations. Second, the Co-EA also
stops if no significant improvement can be achieved
during a certain number of iterations.

Therefore, two thresholds δ and d have been intro-
duced to track the accuracy improvement of the most
accurate (best) hypothesis ht

best of each generation. If
the condition

acc(ht
best) + δ ≥ acc(ht+l

best)

holds for all l ∈ {1, ..., d}, iteration stops.

Step 4 - Reproduction

Reproduction in terms of EAs means the creation of
a new generation. Therefore, individuals of the cur-
rent (parent) generation are selected at random, with
a probability proportional to their fitness, to form a
set of parents.
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X
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X
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A COALG

B C

F

Figure 2: Cross-Over Operator

To make sure that the best solution found so far
is not lost, elitist selection is applied, which means
that the best hypothesis of each generation is directly
transfered to the new generation.

Given two individuals pt(t) and pt′(t), a cross-over
operator on trees is used for reproduction, that is, to
create their children pt(t+1) and pt′(t+1). To this end,
one node within each tree is chosen at random and
the corresponding subtrees are interchanged. Fig. 2
illustrates this operation by means of an example.

Step 5 - Mutation

To guarantee a proper level of diversity, a set of ran-
domly chosen individuals are mutated after reproduc-
tion. The probability of an individual being chosen
for mutation is uniform over the population and de-
termined by the predefined mutation rate. If an in-
dividual has been chosen for mutation, one of three
different mutation operators is applied. The selection
of the mutation operator is again equally random.
Mutate Leaf: Randomly selects a leaf node and re-
places it by a randomly chosen other leaf node. This
comes down to replacing a fuzzy term Fij of an at-
tribute Ai by another term Flj of another attribute
Al.

X

MIN

A B

⇒ X

MIN

A D

Figure 3: Example Mutate Leaf

Mutate Operator: Randomly selects an internal
node and replaces it with a randomly chosen differ-
ent one. Since an internal node represents a fuzzy
operator, this mutation changes the type of aggre-
gation of its children. In the experiments presented

in Section 4, we used the t-norms and t-conorms al-
ready presented in Table 1 and, moreover, the WA
and OWA operators with weight vectors (w1, w2) ∈
{(0, 1), (0.2, 0.8), ..., (1, 0)}.

X

MIN

A B

⇒ X

LUK

A B

Figure 4: Example Mutate Operator

Mutate Tree: Randomly selects a subtree and re-
places it by a new, randomly created tree. This oper-
ator somehow combines the first and the second one.

X

MIN

A B

⇒ X

MIN

A COALG

B D

Figure 5: Example Mutate Tree

4 Experiments

We have compared the original pattern tree algorithm
(PT) with our co-evolutionary variant (CPT) on a
number of benchmark data sets; see Table 2 for a sum-
mary of the data sets and their properties (number of
classes (#C), number of instances (#I), number of nu-
merical (#num) and nominal attributes (#nom)).

All attributes have been fuzzified in the following
way. For nominal attributes, each possible value v was
encoded as a single fuzzy set Termv:

Termv(x) =
{

1 x = v

0 otherwise

For a numeric attribute with min and max being the
minimum and the maximum value in the training data,
two fuzzy terms Low and High have been created.
The corresponding membership functions are defined
as follows:

Low(x) =





1 x < min

0 x > max

1− x−min
max−min otherwise

High(x) =





1 x > max

0 x < min
x−min

max−min otherwise

These fuzzy sets allow for modeling two types of influ-
ence of an attribute on the class membership, namely
a positive and a negative one. (Note that all oper-
ators appearing at inner nodes of a pattern tree are
monotone increasing in their arguments.)

Both PT and CPT were implemented under the
WEKA Machine Learning Framework [Witten and
Frank, 2005]. We used the following parametrization:
Mutation rate 0.3, population size between 5 and 20
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Dataset #C #I #num #nom
Australian 2 690 6 9
Authorship 4 841 69 1
Blood 2 748 4 1
Cancer 2 683 9 1
CMC 3 1473 2 8
Credit 2 690 6 10
German 2 1000 7 14
Haberman 2 306 3 1
HallOfFame 3 1320 15 2
Heart 2 270 7 7
Ionosphere 2 351 34 1
Iris 3 150 4 1
Vehicle 4 846 18 1
Wine 3 178 13 1

Table 2: Data sets and their properties

data set PT CPT C4.5
Australian 85.2174 85.7971 86.0870
Authorship 97.5030 96.6706 93.6980
Blood 77.0053 78.8770 77.8075
Cancer 96.1933 97.0717 96.0469
CMC 52.4779 53.4284 52.1385
Credit 85.2174 85.9420 85.9420
German 72.4000 72.6000 70.7000
Haberman 73.2026 75.4902 71.8954
HallOfFame 92.3485 92.5758 92.8788
Heart 81.4815 81.8519 80.0000
Ionosphere 89.4587 90.8832 91.4530
Iris 96.6667 94.0000 96.0000
Vehicle 61.1111 61.9385 72.5768
Wine 96.0674 93.8202 93.8202

Table 3: Average accuracy of PT and CPT in a 10-fold
cross validation study. The best result among these
two in marked in bold font. Additionally, results are
shown for C4.5.

(depending on the number of classes), accuracy im-
provement thresholds δ = 0.001 and d = 1000, maxi-
mum number of overall iterations 5000.

Table 3 shows the results of a 10-fold cross vali-
dation. As a non-competitor, we also included the
WEKA implementation of the well-known C4.5 classi-
fier [Quinlan, 1993], just to convey an idea about the
absolute performance of pattern tree induction in com-
parison to state-of-the-art methods. As can be seen
from the results, in a direct comparison, CPT is supe-
rior and outperforms PT most of the time. In terms
of a simple sign test applied to the win/loss statis-
tic, the superiority of CPT is indeed significant at a
10% level. Yet, the differences in classification accu-
racy are often rather small, and on average, they are
actually smaller than expected. Thus, in summary,
the experiments show that there is indeed scope for
improving the simple greedy strategy underlying PT.
On the other hand, they also show that, in light of its
purely heuristic nature, this strategy performs com-
paratively well. Moreover, one has to consider that
the increase in predictive accuracy achieved by CPT
comes at the price of a significantly higher runtime. In
fact, it is well known that evolutionary optimization is
rather expensive from a computational point of view.

5 Conclusions and Future Work

In this paper, we have developed an alternative
method for learning pattern tree classifiers. This work
was mainly motivated by two alleged disadvantages of
the original learning method: First, it is based on a
simple greedy and, therefore, myopic search strategy,
which is likely to get stuck in local optima. Second, it
seems to solve a problem which is actually more diffi-
cult than necessary.

To overcome these disadvantages, we have employed
a co-evolutionary algorithm as a more sophisticated
search method. Moreover, instead of maximizing a
similarity function for each class separately, we take
the interdependency of the individual pattern trees
into account and seek to maximize classification ac-
curacy directly.

The experimental results are in a sense ambivalent.
On the one hand, they show that our approach is in-
deed able to improve predictive accuracy, albeit at the
cost of an increased runtime. Thus, it confirms our
presumption that the original learning algorithm is not
optimal. On the other hand, the gains are not as high
as we expected. This, of course, can have different rea-
sons. First, one cannot exclude that, despite its obvi-
ous shortcomings, the original learning method does
produce good models. In this case, it would be inter-
esting to find out why it actually works. Moreover, it
is of course possible that our approach is still far from
optimal, and that better methods can be developed.

These issues will be addressed in future work. Be-
sides, we plan to apply pattern trees to learning prob-
lems beyond simple classification, such as label rank-
ing [Hüllermeier et al., 2008], for which they seem
to be especially appealing. Finally, we are interested
in analyzing the robustness of pattern tree induction,
that is, the question of how sensitive the topology and
parametrization of the learned trees is toward varia-
tions of the data. This question is especially important
from an interpretation point of view.
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Abstract 

Tumor therapy mainly attacks the metabolism to 
interfere their anabolism and signaling of proli-
ferative second messengers. However, the meta-
bolic demands of different cancers are very hete-
rogenous and depend on their origin of tissue, 
age, gender and other clinical parameters. We 
wanted to find out tumor specific regulation for 
the metabolism of breast cancer. For this, we 
mapped gene expression data from microarrays 
onto the corresponding enzymes and their meta-
bolic reaction network. We used Haar Wavelet 
transforms on optimally arranged grid represen-
tations of metabolic pathways as a pattern recog-
nition method to detect orchestrated regulation of 
neighboring enzymes in the network. Significant 
combined expression pattern were used to select 
metabolic pathways showing shifted regulation 
of the aggressive tumors. Besides up-regulation 
for energy production and nucleotide anabolism, 
we found an interesting cellular switch in the in-
terplay of biosynthesis of steroids and bile acids. 
The biosynthesis of steroids was up-regulated for 
estrogen synthesis which is needed in breast can-
cer for proliferative signaling. In turn, the de-
composition of steroid precursors was blocked 
by down-regulation of the bile acid pathway. In 
conclusion, we applied an intelligent pattern rec-
ognition method on networks and elucidated sub-
stantial regulation of human breast cancer point-
ing to specific treatment.  

1 Introduction 

Breast cancer is a prevalent disease and a leading cause 
of cancer death in women [Oakman and Di Leo, 2009]. 
Worldwide, breast cancer is the second most common 
type of cancer after lung cancer and the fifth most com-
mon cause of cancer death. Breast cancer patients with the 
same stage of disease can have very different treatment 
responses and overall outcome. Clinical predictive factors 
like age, tumor size, lymph node status, histological and 
pathological grade or hormone-receptor status, often fail 
to accurately predict clinical outcome, distant metastasis 
and recurrence of the cancer. Chemotherapy and hormon-
al therapy reduces the risk of distant metastases by ap-
proximately one third. However, 70-80% of the patients 
would have survived without it [Van 'T Veer, et al., 
2002]. A more accurate means of prognosis and selection 
of therapy would substantially improve disease-free and 

overall survival of breast cancer patients [Van De Vijver 
and Bernards, 2002]. Cancer cells acquire their hallmarks 
of malignancy through the accumulation of advantageous 
gene activation and inactivation events over long periods 
of time [Fan and Perou, 2006]. Nevertheless, the molecu-
lar basis of breast cancer tumorigenesis remains to be 
poorly understood. A long-standing strategy for cancer 
treatment is to attack basic tumor metabolism by inhibit-
ing nucleotide biosynthesis [Chen, 2007, Lui, 1982] and 
DNA production [Pedersen-Bjergaard, 1985]. Besides 
this, over the past decade there have been exciting devel-
opments in analyzing large scale gene expression profiles. 
It improved the understanding of the tumors’ composition 
and behavior to develop new targets for therapy [Oakman 
and Di Leo, 2009]. Many studies of gene expression have 
identified expression profiles that are prognostic for pa-
tients with breast cancer. However, comparisons of the 
lists of genes derived from these studies showed that they 
overlap only slightly due to differences in the patient co-
horts, microarray platforms, and mathematical methods of 
analysis [Fan and Perou, 2006]. One strategy to tackle this 
problem is to map lists of differentially expressed genes 
on groups of genes with related functions according to the 
information provided by several databases such as Gene 
Ontology [Harris, et al., 2004] and KEGG [Kanehisa, et 
al., 2008]. Finding enrichments of specific gene sets re-
lated to certain phenotypes or cell states yields a function-
al grouping of differentially expressed genes which can be 
related to their pathogenic behavior and can lead to more 
robust results in comparison to the analysis of single 
genes. To detect the enrichment of gene sets, commonly, a 
list of significantly differentially expressed genes is iden-
tified and statistical tests applied, such as Fisher’s exact 
test and χ

2
 test. In a different approach, a gene-specific 

statistics, known as the “local” statistics, measures the 
strength of association between the gene expression and 
the phenotype for each gene. A global statistics for a gene 
set is then constructed as a function of local statistics for 
each gene in it. The significance is assessed by permuta-
tion tests [Pitman, 1937].

 
A global test for gene sets to 

associate gene expression with clinical outcome was pre-
sented by Goeman and co-workers and enabled determin-
ing whether the global expression pattern of a group of 
genes is significantly related to clinical outcome of inter-
est using a linear regression approach [Goeman, et al., 
2004]. In another approach, expression levels of all genes 
in the gene sets are combined and presented as gene spe-
cific features. These features are then compared between 
the treatment and the control groups to identify signifi-
cantly affected gene sets [Yan and Sun, 2008]. In general, 
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these methods test the association of all genes in a gene 
set with the phenotypes, whereas often only genes in a 
subset of the gene set are associated with the phenotype. 
Some of the genes may not belong to the set due to in-
completeness or erroneous in the available data. Addition-
ally, even if all genes in the gene set have apparently the 
same function, or belong to the same process, it is likely 
that only a few genes are associated with the phenotype. 
To overcome these and other gene-associated problems, 
transcriptional data was analyzed using topology informa-
tion of cellular networks. Topological information derived 
from the metabolic network was connected by calculating 
Z-scores of highly correlated sub-networks [Patil and 
Nielsen, 2005]. Chuang and co-workers improved classi-
fication of breast cancers with expression patterns of 
small subnets of a signal transduction network [Chuang, et 
al., 2007]. Substantial new genetic mediators for prostate 
cancer were found using reverse engineered gene net-
works in combination with gene expression profiles [Er-
gun, et al., 2007]. Common gene expression levels of 
neighboring nodes in a metabolic network were calculated 
by averaging over all neighbors of a gene, and revealed 
several interesting regulated pathways for the human im-
mune system [Nacu, et al., 2007]. However, these ap-
proaches were not developed to detect highly contrasting 
expression of neighboring genes that undergo a switch-
like shift of regulation in a tumor cell. Importantly, espe-
cially these switches can be highly relevant to identify 
potential drug targets that specifically attack the tumor at 
nodes at which it rewires the network to establish parasitic 
advantages.  
In our study, gene expression profiles of breast tumors 
having an “unfavorable” prognosis were compared to 
breast tumors with a “favorable” prognosis. We wanted to 
track how the aggressive (unfavorable) tumors have spe-
cifically regulated their metabolism to optimize their on-
cogenetic fitness, and to elucidate ways to severely per-
turb this process. For this, we used an approach that finds 
orchestrated regulation of neighboring enzymes in the 
metabolic network. We mapped the gene expression data 
onto optimally arranged grid representations of pathways 
of the metabolic network and applied Haar wavelet trans-
forms onto defined pathways of the network to combine 
gene expression values from neighboring enzymes. These 
combined features were tested with a rank product test 
(Wilcoxon) if they could separate samples from different 
treatments. Metabolic pathways were selected that had 
features with the most discriminative gene expression 
patterns. We detected a substantially higher number of 
significant gene expression patterns in comparison to 
commonly used enrichment tests. We revealed 14 signifi-
cant metabolic pathways including increased purine and 
pyrimidine biosynthesis which were needed for increased 
mitosis cycles. Furthermore, we found pathways for in-
creased energy metabolism (glycolysis, pyruvate metabol-
ism and fructose/mannose metabolism). Interestingly, the 
observed regulation revealed a cellular switch in the 
pathway for cholesterol synthesis to direct the metabolic 
flux for synthesis of steroids while preventing degradation 
into bile acids. 

2 Results and Discussion 

In this study, 275 patients were examined, 196 having a 
“favorable” and 79 patients an “unfavorable” prognosis. 
1826 reactions could be extracted from KEGG [Kanehisa, 

et al., 2008] for 1771 out of which expression values 
could be assigned. The workflow of the method is de-
picted in Figure 1. Pathway maps from KEGG were 
represented as two-dimensional lattice grids with dense 
packed reactions. The reactions were arranged in a way 
that their neighborhoods in the network were preserved as 
optimal as possible (using the grid arrangement method, 
for details see methods). Gene expression data was 
mapped onto the reactions representing the according ex-
pressed enzymes.  
Wavelet transforms were used to combine expression val-
ues of neighboring reactions by all possible combinations 
of substractions and additions. The out coming features 
were tested (Wilcoxon rank test) for their possibility to 
discriminate between the two tumor entities (favorable 
and unfavorable). Figure 2 illustrates the principle for a 
schematic pathway. Pathways with the best discriminating 
features were selected. 
 

 
Figure 1. The workflow. Samples were divided into fa-
vorable and unfavorable prognosis according to their time 
recurrence (time period of relapse after the first event of 
breast cancer, denoted in years) and event of metastasis (= 
0 if no metastasis within the first 5 years, =1 else). Ex-
pression data were mapped onto the reactions from KEGG 
and analyzed. Pathways with significant expression pat-
tern were ranked according to the significance of the pat-
tern and compared with the literature. 
 
 
We revealed significant features from 14 different path-
ways (Table 1), including pyrimidine, purine, amninoacyl-
tRNA metabolism, pyruvate metabolism, glycoly-
sis/gluconeogenesis and fructose/mannose metabolism 
(red in Table 1). The pathways have been expected as they 
accounted for higher biosynthesis of nucleic acids and 
proteins and higher energy demands of the aggressive 
(unfavorable) tumors. We also revealed less expected dif-
ferentially regulated pathways, such as biosynthesis of 
steroids and bile acids.  
We compared the performance of our algorithm with 
commonly used enrichment methods. Fisher’s exact tests 
revealed only one pathway to be significantly enriched 
with differentially regulated genes (P ≤ 0.05, threshold for 
defining the differentially expressed genes also P=0.05). 
Fisher’s exact tests yielded the pyrimidine pathway to be 
significant (P=8.69E-3). In addition, we applied the well 
established Gene Set Enrichment Analysis (GSEA, two-
sided, see [Mootha, et al., 2003]) to the data yielding two 
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significantly enriched pathways, again the pyrimidine 
metabolism (P < 1E-17) and additionally the biosynthesis 
of unsaturated fatty acids (P = 0.0297). Note, that both 
pathways showed also up with our method. In the follow-
ing, we will discuss the oncogenetic relevance of the 
pathways we found. 
 
 

 
Figure 2. Extracting the features (schematic view). A. 
A bipartite graph consisting of metabolites (M) and reac-
tions (R) was assembled using the pathway information 
from KEGG. B. Reactions were optimally arranged with 
the grid arrangement method which optimally preserves 
next nearest neighborhoods while minimizing the size of 
the grid. C. Gene expression data was mapped onto the 
corresponding enzymatic reactions. D. Combined gene 
expression features were assembled by Haar wavelet 
transforms which basically (in the 1

st
 level) calculated 

additive and substractive combinations of 2x2 pixels of 
the grid (pixels without reactions were filled with zeros). 
The same procedure was done for all tumor samples. The 
feature which best separated the tumor entities (favorable 
from unfavorable) was selected for the significance of this 
pathway.  
 
 
 
Table 1. Identified significant differentially regulated 
pathways with more than three differentially regulated 
KEGG reactions; p-value threshold = 0.05. 

2.1 Pyrimidine and purine metabolism  

Most up-regulated reactions were identified in the 
pyrimidine (P=9.47E-5) and purine (P=1.41E-3) 
metabolism. These pathways were up-regulated to enable 
enforced nucleotide biosynthesis for increased cell cycle 
activity of the aggressive tumors. Nearly all enzymes 
involved in the biosynthetic pathway for nucleotides were 
up-regulated, such as enzymes converting substrates to 
dNTPs and polyribonucleotide nucleotidyltransferases 
(EC 2.7.7.7), incorporating dNTPs into DNA. Enzymes 
reversing pyrimidine and purine anabolism, such as 
enzymes degrading dNTPs, were down-regulated (EC 
3.6.1.17, 1.3.1.2, 2.7.4.3 and 6.3.5.3). Reactions involved 
in RNA synthesis were partially up-regulated to increase 
protein biosynthesis (EC 2.7.7.8). Furthermore, reactions 
which were responsible for synthesizing adenosine were 
up-regulated (EC 2.4.2.1). Adenosine was shown to be 
angiogenic, cyto-protective and anti-inflammatory in 
several tissues and contributed to more aggressive 
behavior and metastasis of cancer cells [Spychala, 2003]. 
 

2.2 Pathways for energy supply were significant-

ly up-regulated 

We detected significant differential expression patterns 
in glycolysis (P=2.94E-3), pyruvate (P=4.13E-3) and fruc-
tose/mannose (P=2.24E-2) metabolism. They were mostly 
up-regulated to generate sufficient energy for fast-
growing cancer cells under oxygen limitation. Genes of 
the glycolysis pathway have been found to be 
overexpressed in a set of 24 cancers, which is special 
because other pathways showed less consistent up-
regulation so far [Altenberg  and Greulich, 2004]. 
Glycolysis is increased in cancers to generate ATP, 
known as the Warburg effect as a consequence of hypoxia 
in the tumor environment. Under normal conditions, ATP 
is generated through oxidative phosphorylation which is 
more efficient compared to glycolysis. Is this efficient 
way compromised, alternative metabolic pathways such as 
increasing glycolytic activity are adapted to maintain 
energy supply [Xu and Huang, 2005]. Actually, the 
amount of up-regulated genes is distinct in different 
cancer types. In our study all except one differentially 
regulated reactions were up-regulated, including enzymes 
such as glyceraldehyde-3-phosphate dehydrogenase (EC 
1.2.1.12), phosphor glycerate mutase (EC 5.4.2.1), 
phosphoglycerate kinase (EC 2.7.2.3), triosephosphate 
isomerase (EC 5.3.1.1) and fructose-bisphosphate aldolase 
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Ranking Pathway all

1 Fatty acid metabolism 14 36 9 5 4.03E-005

2 Pyrimidine metabolism 39 75 3 36 9.47E-005

3 9 19 1 8 3.74E-004

4 Biosynthesis of steroids 7 41 1 6 4.66E-004

5 5 20 1 4 5.47E-004

6 Bile acid biosynthesis 16 28 10 6 5.68E-004

7 6 36 5 1 8.35E-004

8 Purine metabolism 40 91 6 34 1.41E-003

9 5 39 2 3 2.13E-003

10 Glycolysis / Gluconeogenesis 6 32 0 6 2.94E-003

11 Biosynthesis of unsaturated fatty acids 19 41 2 17 3.16E-003

12 Pyruvate metabolism 6 27 2 4 4.13E-003

13 7 15 0 7 4.75E-003

14 11 23 2 9 2.24E-002

Differentially 

regulated

Downregulated 

in bad

Upregulated in 

bad pval

Alanine and aspartate metabolism

Aminoacyl-tRNA biosynthesis

Valine, leucine and isoleucine degradation

Tryptophan metabolism

Inositol phosphate metabolism

Fructose and mannose metabolism
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(EC 4.1.2.13). These enzymes were also described as up-
regulated by Altenberg and co-workers  [Altenberg  and 
Greulich, 2004]. Inhibitors of glycolysis, such as the 
glucose analogue 2-deoxyglucose, which binds and 
suppresses hexokinase I, and arsenate, that causes 
arsenolysis in glyceraldehyde-3-phosphate 
dehydrogenase, as well as 3-bromopyruvate, an inhibitor 
of hexokinase II, have already been developed to target 
this metabolic abnormality and could effectively kill 
cancer cells [Xu and Huang, 2005]. Inhibition of 
glycolysis was also effective in killing cancer cells with a 
multidrug resistance (MDR) phenotype. It is known that 
cells expressing MDR proteins require ATP as their 
energy source to export the drugs out of the cell. Thus, to 
overcome this drug resistance, depletion of cellular ATP 
causes the excretion to fail and consequently, cancer cells 
become more sensitive to anti-cancer therapy [Xu and 
Huang, 2005]. We found a smaller pattern of up-regulated 
reactions in the pyruvate metabolism. Significantly up-
regulated were: pyruvate kinase (EC 2.7.1.49) which is 
responsible for ATP production in glycolysis, acetyl-CoA 
hydrolase (EC 3.1.2.1) which hydrolyses acetyl-CoA to 
acetate and CoA, and pyruvate carboxylase (EC 6.4.1.1) 
for production of oxaloacetate out of pyruvate. Aldehyde 
dehydrogenase (EC 1.2.1.3) was down regulated to pre-
vent degradation of fatty acids. Oxaloacetate was reported 
to directly induce cell proliferation by increasing DNA 
synthesis [Li, 1993]. Surprisingly, our results did not 
show any increase in lactate dehydrogenase, which is 
often up-regulated in cancer cells [Altenberg  and 
Greulich, 2004]. Highly expressed reactions in fructose 
and mannose metabolism were mainly involved in the 
conversion of D-fructose (EC 4.1.2.13 and EC 5.3.1.1), D-
fructose-1P (EC 2.7.1.1, 2.7.1.11, 4.1.2.13) and D-
mannose (EC 2.7.1.1, 2.7.1.11, 4.1.2.13) into 
glyceraldehyd-3P, a substrate of glycolysis, leading to 
increased ATP production. 

2.3 Biosynthesis of steroids and bile acids 

The steroid pathway was mainly up-regulated in breast 
cancer of unfavorable outcome. 9 out of 10 reactions were 
significantly up-regulated (EC 2.7.1.36, 4.1.1.33, 2.5.1.29, 
2.4.1.10, 2.5.1.1, 1.14.99.7, 1.1.1.70, 5.3.3.5, 1.3.1.21). 
Cholesterol is a precursor for the biosynthesis of steroid 
hormones. It was shown that sex steroid hormones such as 
estrogen increase the proliferation of breast cancer cells 
by acting on estrogen receptors [Suzuki and Sasano, 
2005]. Directly connected with the production of choles-
terol is the biosynthesis of bile acids (Figure 3). In the bile 
acid biosynthesis pathway, reactions generating 
cholesterol and its derivates were up-regulated (EC 
3.1.1.13 and 2.3.1.26), whereas the lower part of the 
pathway was mainly down-regulated, i.e. the production 
of bile acids such as cholate and lithocholate (EC 6.2.1.7, 
1.1.1.-, 2.3.1.16, 6.2.1.28). Conversion of cholesterol to 
bile acids is the major pathway for cholesterol catabolism 
in the human body [Zimber and Gespach, 2008]. 
Therefore, down-regulation of the lower part of the bile 
acid pathway and up-regulation of cholesterol biosynthe-
sis may, in conjunction, support steroid biosynthesis 
which supports estrogen mediated tumorigensis of the 
breast cancer cells. Besides this, there have been intensive 
cancer investigations on bile acids as they have very hete-
rogenous effects on tumor cells and carcinogenesis. They 

are known enhancers of invasiveness of colon cancers 
[Debruyne, et al., 2001, Pai, et al., 2004].  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 3. Regulation of the pathway for bile acid biosyn-
thesis. Red indicates up-regulation, blue down-regulation, 
and grey no differential regulation. Framed reactions were 
detected with our method as a significant differential ex-
pression pattern. The map was taken from KEGG [Kane-
hisa, et al., 2008]. The lower part of this pathway was 
down-regulated to prevent degradation of steroids into 
bile acids, whereas the upper part was up-regulated to 
support steroid metabolism. 

  
 
In turn, bile acids can induce apoptosis either 

specifically (receptor-mediated interactions) [Garewal, et 
al., 1996] or, in high concentrations, non-specifically (as 
detergents) through mitochondrial destabilization and 
oxidative stress [Katona and Stenson, 2009]. Non-toxic 
doses of deoxycholic acid (DCA), chenodeoxycholic acid 
(CDCA) and lithocholic acid (LCA) induced 
differentiaion in promyelocytic leukemia cell lines 
[Zimber, et al., 1994]. 6ECDCA is a synthetic bile acid 
derivative and can act as a selective FXR ligand to 
promote differentiaion of preadipocyte cell lines [Zimber, 
et al., 1994]. In the blood plasma of postmesopausal 
women with newly diagnosed breast cancer, elevated 
concentration of DCA was detected which may have been 
released from osteoblasts to induce migration of the 
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cancer (see [Zimber and Gespach, 2008]). This would 
explain a down-regulation in breast cancer cells as the 
may use elevated bile acid levels from the blood for 
detaching and infiltrating while sustaining their 
endogenous cholesterol synthesis. Bile acids are normally 
predominantly produced by hepatocytes which may 
explain the elevated levels of bile acids in the blood when 
elevated breast cancer estrogen is decomposed into bile 
acids in the liver. In conclusion, this regulation may have 
revealed a cellular switch to direct the metabolic flux for 
the conversion of cholesterol into steroid hormones which 
is more beneficial for the tumor than the production of 
bile acids, suggesting drug targets in the biosynthesis of 
steroids, such as mevalonate (diphospho) decarboxylase 
(EC 4.1.1.33) and mevalonate kinase (EC 2.7.1.36). 

 

3 Conclusions 

Performing a network specific expression analysis 
revealed interesting insights into the metabolism and 
regulation of aggressive breast tumor cells. Expected 
differentially regulated pathways in cancer could be 
confirmed, e.g. the aggressive tumors showed 
significantly up-regulated pathways for purine and 
pyrimidine synthesis to maintain elevated proliferation, as 
well as the up-regulation of glycolysis and pyruvate 
metabolism to supply energy for the tumor. The analysis 
revealed insights into differentially regulated metabolic 
pathways in breast cancer cells, which were responsible 
for the induction of proliferation by inositol signal 
transduction cascades (inositol phosphate metabolism) 
and steroid hormones (biosynthesis of steroids). An 
interesting view in breast cancer metabolism was offered 
by the interplay between biosynthesis of steroids and bile 
acids, the latter of which was down-regulated in order to 
convert cholesterol into proliferative acting steroid 
hormones. Such a cellular switch would be interesting to 
compare to other cancer and tissues, also in respect to 
define a specific therapy. Performing Fisher’s exact tests 
as a standard enrichment analysis revealed the pyrimidine 
biosynthesis pathway to be significantly enriched with 
differentially expressed genes. The GSEA method yielded 
pyrimidine biosynthesis and biosynthesis of unsaturated 
fatty acids. In addition to these pathways, our method 
yielded twelve further highly significant regulation 
patterns, showing its increased sensitivity in relation to 
standard enrichment tests. However, some pathways in 
our results, such as valine, leucine and isoleucine 
degradation, could not be associated with oncogenesis and 
may need further examination. Complex regulated 
pathways which were relevant to breast tumors with 
unfavorable prognosis were detected and described in a 
straightforward manner. The global analysis of network 
pattern offered a good insight into the regulation of 
metabolism in breast tumors and may support revealing 
new potential targets for drug design, especially in the 
interplay of the biosynthesis of bile acids and steroids. 
The method was developed to discover metabolic sub-
graphs or pathways with discriminative gene expression 
patterns of two sample entities. It can be applied to any 
two different but comparable expression data sets, like 
e.g. samples from tumor and normal tissue or two 
different tumors, cell lines having undergone different 
treatments, and cell extracts from different time points 
after treatment. The approach is very general and its 

applications can be extended to any data of two different 
entities which can be mapped to a relevant network, as 
e.g. the www as the network and the usage of its nodes at 
different time points, respectively. Another example may 
be analyzing  the railway network and people using the 
train stations at different time points, etc. The method 
takes advantage from direct neighbor relationships and 
relationships of local network topology. It may be applied 
whenever these features are thought to play a major role 
in the discovery of hot spots in the differences of two 
different sample populations.  
 

4 Methods 

4.1 Preparing the microarray data 

Normalized gene expression data was taken from a 
published study [Van De Vijver and Bernards, 2002] of 
breast-cancer samples of 295 women (diagnosis between 
1984 and 1995) with age ≤ 53 years and no previous his-
tory of cancer, except of non-melanoma skin cancer. The 
gene expression profiles were derived by using oligonuc-
leotide microarrays from Agilent Technologies 
(www.agilent.de). Data on relapse-free survival (defined 
as the time to the first event) and overall survival were 
available for all patients. Most of the patients had breast 
cancer of stages one and two. 165 had received local ther-
apy alone, 20 had received tamoxifen only, 20 had re-
ceived tamoxifen plus chemotherapy, and 90 had received 
chemotherapy only. 151 patients had lymph-node-
negative disease and 144 had lymph-node-positive dis-
ease. The tumors were primary invasive breast carcinoma 
that were less than 5 cm in diameter at pathological ex-
amination [Van De Vijver and Bernards, 2002]. To diffe-
rentiate between tumors with “favorable” and “unfavora-
ble” prognosis, samples were separated according to their 
“time recurrence” (period of time of relapse after the first 
event of breast cancer, denoted in years) and “event of 
metastasis” (if metastasis occurs during this period). A 
time recurrence above 5 years without the event of metas-
tasis indicated a “favorable” prognosis, whereas samples 
were classified as samples with unfavorable prognosis if 
they showed a time recurrence of less than five years and 
the occurrence of metastasis. Samples with ambigious 
information were discarded and identified by a time recur-
rence of less than 5 years without the event of metastasis. 

 

4.2 Assembling the metabolic pathways 

Pathways were defined according to curated pathway 
maps of the KEGG database (version from February 4

th
, 

2009) [Kanehisa, et al., 2008]. Each metabolic pathway 
was established by defining neighbors of reactions as giv-
en by the corresponding xml files from KEGG 
(ftp://ftp.genome.jp/pub/kegg/xml/organisms/hsa). Two 
reactions were neighbors if a metabolite existed that was 
the product of one and the substrate of the other. We de-
fined reactions as the nodes and metabolites as the edges 
between them. Pathways without any connected reaction 
were discarded. This resulted in 99 pathways with 1826 
different reactions. Each pathway was represented by its 
adjacency-matrix. An entry at row a and column b was set 
to one if there existed a metabolite that was produced by 
reaction a and consumed by reaction b or vice versa. The 
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sizes of the symmetric adjacency-matrices were between 
2x2 and 92x92 reactions. 

 

4.3 Ordering the two-dimensional pathway re-

presentation with the grid arrangement me-

thod 

To apply our feature extraction method we required a 
2-dimensional grid arrangement of the metabolic network. 
We calculated an embedding of the metabolic networks 
for every KEGG pathway into a 2-dimensional, regular 
square lattice grid. To preserve neighborhood characteris-
tics of the reactions, we were looking for embeddings in 
which adjacent nodes of the network were placed onto the 
grid as close to each other as possible. We wanted to de-
termine an optimal neighborhood in which the total edge 
length of the graph was minimized according to some 
metric on the lattice and the network topology was pre-
served as good as possible. For this purpose the minimiza-
tion of total edge length is more suitable than a minimiza-
tion of the longest edge which is widely applied in very 
large scale integration (VLSI) designs as the latter one 
allows a variety of optimal solutions in which adjacent 
nodes are placed unnecessarily far from each other. As a 
measure of distance in the lattice, we used the natural me-
tric induced by the underlying lattice graph, the so-called 
Manhattan distance. That is, for any two grid points 

),( 11 jiu =  and ),( 22 jiv =  the distance was given by 
|||| 2121 jjiiduv −+−= . This resulted in an NP-

hard combinatorial optimization problem. We stated this 
problem as an integral linear program (IP) (see [Nem-
hauser and Wolsey, 1999] for an introduction to integer 
programming). We formulated the IP by introducing 3-
dimensional binary variables vijx  for every node v and 
every grid point (i, j) stating whether or not node v has to 
be placed on grid point (i, j). For each pair of nodes (u,v) 
we calculated their distance uvd . For a given lattice grid 
g, the undirected network graph G = (V, E) with node set 
V, edge set E and adjacency matrix M, the most basic IP 
was given by finding an optimum for  

 

dx,
min  ∑ <∈

⋅
baVba abdbaM

,,
),(  ,        (1) 

 
with the constraints 
 
 1

),(
=∑ ∈gji vijx     for all Vv ∈ ,       (2) 

 
 1≤∑ ∈Vv vijx    for all gji ∈),(       (3) 
 
 

BAdBAd abab −≥+≥ ,      (4) 
 
 

BAdBAd abab −−≥+−≥ ,    (5) 
 
 
for all baVVba <×∈ ,),( , where  
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Ζ∈≥ vijvij xx ,0    for all Vv ∈ , gji ∈),(   (8) 
 

Constraints (2, 3) guaranteed that all nodes were placed 

exactly once and that each grid point could be used at 

most once. Constraints (4, 5) ensured that the distance of 

node a and b is given by |A| + |B| where A and B are com-

puted by equations (6, 7) as A = ia - ib and B = ja – jb. All 

variables were enforced to values 0 or 1 by constraint (8). 

The problem was solved by CPLEX 8.1 (ILOG, Gentilly, 

France) for 99 lattice grids (representing 99 KEGG-maps) 

with an average optimality of 96% for embeddings on 

square grids of side length 1+V , rounded up to the 

next integer. By choosing a grid of the smallest possible 

size, we reduced both the number of variables in the mod-

el and the number of unoccupied sites on the grid. This 

basic model was enhanced by a number of graph 

dependent, additional constraints on the distance 

variables. They provided lower bounds for the distance 

sums of well-known subgraph motifs. For an edge 

induced subgraph GG ⊂'  with a least objective function 

contribution of )'(Glb , the following inequality was 

added or dynamically separated by  

 
              .       (9) 
 
 

The right-hand sides )'(Glb  for the different subgraph 
motifs needed to be determined only once as they are 
independent of G. Furthermore, the motifs were defined in 
a pre-processing step and could therefore be separated 
quickly during the optimization process. We considered 
the sub-graph motifs of star graphs, cliques consisting of 
up to 10 vertices and odd cycles (2k+1-cycles) for k=1,2. 
Moreover, a certain class of trees with maximum vertex 
degree ∆(T) ≤ 4 decreased computation time and enhances 
separation ability. Furthermore, calculation time was 
reduced by symmetry breaking constraints eliminating all 
but a few representative embeddings from each 
equivalence class of symmetrical embeddings. For this, 
grid symmetries due to translation, rotation and reflection 
of the embeddings were considered as well as vertex 
subsets whose inner permutations didn’t change the value 
of the objective function. 

 

4.4 Pattern recognition of gene regulation on the 

metabolic network 

Neighboring enzymes on the adjacency matrices were 
grouped by combining their gene expression values with 
wavelet transforms. These transforms yielded combined 
expression values (“features”) of low pass filters to detect 
similar expression changes and high pass filters to detect 
contrasting regulation patterns. The discriminative beha-
vior of all non-trivial features was tested using Wilcoxon 
rank tests. Pathways were ranked according to their best 
discriminating features. Features were regarded as signifi-
cant if they had p-values ≤ 0.05 after correction for mul-
tiple testing using the Bonferroni method (Bonferroni 
1935, Gordi & Khamis 2004). Only pathways with more 
than three significantly, differentially regulated reactions 
and genes were further investigated to focus on the most 
relevant features. Two reactions that consisted of exactly 
the same genes were counted as one reaction. 

KDML

116



Acknowledgements 

This work was funded within the BMBF-FORSYS con-
sortium Viroquant (#0313923), the Helmholtz Alliance on 
Systems Biology and the Nationales Genom-Forschungs-
Netz (NGFN+) for the neuroblastoma project, ENGINE. 

 

References 

[Altenberg  and Greulich, 2004] B. Altenberg , Greulich 

K.O. Genes of Glycolysis Are Ubiquitously Overexpressed 

in 24 Cancer Classes. Genomics, 84:1014-1020, 2004. 

[Chen, 2007] L. Chen, Pankiewicz, K. W. Recent Devel-

opment of Imp Dehydrogenase Inhibitors for the Treat-

ment of Cancer. Curr Opim Drug Discov Devel 10:403-

412, 2007. 

[Chuang, et al., 2007] H. Y. Chuang, Lee E., Liu Y. T., 

Lee D., Ideker T. Network-Based Classification of Breast 

Cancer Metastasis. Molecular systems biology, 3:140, 

2007. 

[Debruyne, et al., 2001] P. R. Debruyne, Bruyneel E. A., 

Li X., Zimber A., Gespach C., Mareel M. M. The Role of 

Bile Acids in Carcinogenesis. Mutation research, 480-

481:359-369, 2001. 

[Ergun, et al., 2007] A. Ergun, Lawrence C. A., Kohanski 

M. A., Brennan T. A., Collins J. J. A Network Biology 

Approach to Prostate Cancer. Molecular systems biology, 

3:82, 2007. 

[Fan and Perou, 2006] C. Fan, Oh, D. S., Wessels, L., 

Weigelt, B., Nuyten, D. S. A., Nobel, A. B., Van't Veer, 

L. J., Perou C. M. Concordance among Gene-Expression-

Based Predictors for Breast Cancer. The New England 

Journal of Medicine, 355:560-569, 2006. 

[Garewal, et al., 1996] H. Garewal, Bernstein H., 

Bernstein C., Sampliner R., Payne C. Reduced Bile Acid-

Induced Apoptosis In "Normal" Colorectal Mucosa: A 

Potential Biological Marker for Cancer Risk. Cancer re-

search, 56:1480-1483, 1996. 

[Goeman, et al., 2004] J. J. Goeman, Van De Geer S. A., 

De Kort F., Van Houwelingen H. C. A Global Test for 

Groups of Genes: Testing Association with a Clinical 

Outcome. Bioinformatics, 20:93-99, 2004. 

[Harris, et al., 2004] M. A. Harris, Clark J., Ireland A., 

Lomax J., Ashburner M., Foulger R., Eilbeck K., Lewis 

S., Marshall B., Mungall C., Richter J., Rubin G. M., 

Blake J. A., Bult C., Dolan M., Drabkin H., Eppig J. T., 

Hill D. P., Ni L., Ringwald M., Balakrishnan R., Cherry J. 

M., Christie K. R., Costanzo M. C., Dwight S. S., Engel 

S., Fisk D. G., Hirschman J. E., Hong E. L., Nash R. S., 

Sethuraman A., Theesfeld C. L., Botstein D., Dolinski K., 

Feierbach B., Berardini T., Mundodi S., Rhee S. Y., Ap-

weiler R., Barrell D., Camon E., Dimmer E., Lee V., Chi-

sholm R., Gaudet P., Kibbe W., Kishore R., Schwarz E. 

M., Sternberg P., Gwinn M., Hannick L., Wortman J., 

Berriman M., Wood V., De La Cruz N., Tonellato P., 

Jaiswal P., Seigfried T., White R. The Gene Ontology 

(Go) Database and Informatics Resource. Nucleic Acids 

Res, 32:D258-261, 2004. 

[Kanehisa, et al., 2008] M. Kanehisa, Araki M., Goto S., 

Hattori M., Hirakawa M., Itoh M., Katayama T., Kawa-

shima S., Okuda S., Tokimatsu T., Yamanishi Y. Kegg for 

Linking Genomes to Life and the Environment. Nucleic 

Acids Res, 36:D480-484, 2008. 

[Katona and Stenson, 2009] B. W. Katona, Anant, S., Co-

vey, D. F., Stenson W. F. Characterization of Enanti-

omeric Bile Acid-Induced Apoptosis in Colon Cancer Cell 

Lines. The journal of biological chemistry 284:3354-3364, 

2009. 

[Li, 1993] Y.  Li. Oxaloacetate Induces DNA Synthesis 

and Mitosis in Primary Cultured Rat Hepatocytes in the 

Basence of Egf Biochemical and Biophysical Research 

communications, 193:1339-1346, 1993. 

[Lui, 1982] M. S.  Lui. Biochemical Pharmacology of 

Acivicin in Rat Hepatoma Cells. Biochem Pharamcol 

31:3469-3473, 1982. 

[Mootha, et al., 2003] V. K. Mootha, Lindgren C. M., 

Eriksson K. F., Subramanian A., Sihag S., Lehar J., Puig-

server P., Carlsson E., Ridderstrale M., Laurila E., Houstis 

N., Daly M. J., Patterson N., Mesirov J. P., Golub T. R., 

Tamayo P., Spiegelman B., Lander E. S., Hirschhorn J. 

N., Altshuler D., Groop L. C. Pgc-1alpha-Responsive 

Genes Involved in Oxidative Phosphorylation Are Coor-

dinately Downregulated in Human Diabetes. Nat Genet, 

34:267-273, 2003. 

[Nacu, et al., 2007] S. Nacu, Critchley-Thorne R., Lee P., 

Holmes S. Gene Expression Network Analysis, and Appli-

cations to Immunology. Bioinformatics (Oxford, Eng-

land), 2007. 

[Nemhauser and Wolsey, 1999] Gl. Nemhauser, Wolsey 

La.: Integer and Combinatorial Optimization. John Wiley 

& Sons 1999. 

[Oakman and Di Leo, 2009] C. Oakman, Bessi, S., Zafa-

rana, E., Galardi, F., Biganzoli, L., Di Leo A. . New Diag-

nostics and Biological Predictors of Outcome in Early 

Breast Cancer. Breast Cancer Research 205:1-11, 2009. 

[Pai, et al., 2004] R. Pai, Tarnawski A. S., Tran T. Deoxy-

cholic Acid Activates Beta-Catenin Signaling Pathway 

and Increases Colon Cell Cancer Growth and Invasive-

ness. Molecular biology of the cell, 15:2156-2163, 2004. 

[Patil and Nielsen, 2005] K. R. Patil, Nielsen J. Uncover-

ing Transcriptional Regulation of Metabolism by Using 

Metabolic Network Topology. Proc Natl Acad Sci U S A, 

102:2685-2689, 2005. 

[Pedersen-Bjergaard, 1985] J. Pedersen-Bjergaard. Risk of 

Acute Nonlymphocytic Leukemia and Preleukemia in Pa-

tients Treated with Cyclophosphamide for Non-Hodgkin’s 

Lymphomas. Comparison with Results Obtained in Pa-

tients Treated for Hodgkin’s Disease and Ovarian Carci-

noma with Other Alkylating Agents Ann Intern Med 

103:195-200, 1985. 

[Pitman, 1937] E. J. G. Pitman. Significance Tests Which 

May Be Applied to Samples from Any Population. Royal 

Statistical Society Supplement, 4:119-130, 225-232, 1937. 

[Spychala, 2003] J.:  Spychala. Regulation and Function 

of Ecto-5'-Nucleotidase and Adenosine in Cancer 39 th 

Meeting of the Polish Biochemical society 185, 2003. 

[Suzuki and Sasano, 2005] T. Suzuki, Miki, Y., Nakamu-

ra, Y., Moriya, T., Ito, K., Ohuchi, N., Sasano H. Sex Ste-

roid-Producing Enzymes in Human Breast Cancer. Endo-

crine-Related Cancer, 12:701-720, 2005. 

KDML

117



[Van 'T Veer, et al., 2002] L. J. Van 'T Veer, Dai H., Van 

De Vijver M. J., He Y. D., Hart A. A., Mao M., Peterse H. 

L., Van Der Kooy K., Marton M. J., Witteveen A. T., 

Schreiber G. J., Kerkhoven R. M., Roberts C., Linsley P. 

S., Bernards R., Friend S. H. Gene Expression Profiling 

Predicts Clinical Outcome of Breast Cancer. Nature, 

415:530-536, 2002. 

[Van De Vijver and Bernards, 2002] M. J. Van De Vijver, 

He, Y. D., Van't Veer, L. J., Dai, H., Hart, A. A. M., 

Voskuil, D. W., Schreiber, G. J., Peterse, J. L., Roberts, 

C., Marton, M. J., Parrish, M. , Atsma, D., Witteveen, A., 

Glas, A., Delahaye, L., Van Der Velde, T., Bartelink, H., 

Rodenhuis, S., Rutgers, E. T., Friend, S. H., Bernards R. A 

Gene-Expression Signature as a Predictor of Survival in 

Breast Cancer. The New England Journal of Medicine, 

347:1999-2009, 2002. 

[Xu and Huang, 2005] R. Xu, Pelicano, H., Zhou, Y., Ca-

rew, J. S., Feng, L., Bhalla, K. N., Keating, M. J., Huang 

P. Inhibition of Glykolysis in Cancer Cells: A Novel Strat-

egy to Overcome Drug Resistance Associated with Mito-

chondrial Respiratory Defect and Hypoxia. Cancer Re-

search, 65:613-621, 2005. 

[Yan and Sun, 2008] X. Yan, Sun F. Testing Gene Set 

Enrichments for Subset of Genes: Sub-Gse. BMC Bioin-

formatics 9:1-15, 2008. 

[Zimber, et al., 1994] A. Zimber, Chedeville A., Gespach 

C., Abita J. P. Inhibition of Proliferation and Induction of 

Monocytic Differentiation on Hl60 Human Promyelocytic 

Leukemia Cells Treated with Bile Acids in Vitro. Interna-

tional journal of cancer, 59:71-77, 1994. 

[Zimber and Gespach, 2008] A. Zimber, Gespach C. Bile 

Acids and Derivatives, Their Nuclear Receptors Fxr, Pxr 

and Ligands: Role in Health and Disease and Their The-

rapeutic Potential. Anti-cancer agents in medicinal che-

mistry, 8:540-563, 2008. 

 

 

KDML

118



Fast and Scalable Pattern Mining for Media-Type Focused Crawling∗
[experience paper]

Jürgen Umbrich and Marcel Karnstedt and Andreas Harth†

Digital Enterprise Research Institute (DERI)
National University of Ireland, Galway, Ireland

firstname.lastname@deri.org

Abstract
Search engines targeting content other than hy-
pertext documents require a crawler that discov-
ers resources identifying files of certain media
types. Naı̈ve crawling approaches do not guaran-
tee a sufficient supply of new URIs (Uniform Re-
source Identifiers) to visit; effective and scalable
mechanisms for discovering and crawling tar-
geted resources are needed. One promising ap-
proach is to use data mining techniques to iden-
tify the media type of a resource without the need
for downloading the content of the resource. The
idea is to use a learning approach on features
derived from patterns occuring in the resource
identifier. We present a focused crawler as a use
case for fast and scalable data mining and dis-
cuss classification and pattern mining techniques
suited for selecting resources satisfying specified
media types. We show that we can process an av-
erage of 17,000 URIs/second and still detect the
media type of resources with a precision of more
than 80% and a recall of over 65% for all media
types.

1 Introduction
The number of search engines focused on specific top-
ics has increased significantly over recent years. Besides
search engines focused on (hyper)text documents, spe-
cialised search engines are available online which collect
and integrate information from files of particular media
types. Seeqpod [URL, j] and Blinkx [URL, g] offer search
over audio and video files, Google Scholar [URL, b] and
CiteSeer [URL, a] are digital libraries of printable docu-
ments, Technorati [URL, d] provides real-time access to
news-feeds, and Seekda [URL, c] offers search capabilities
for web services. A common issue for all vertical search
engines is the challenge of discovering and downloading
the targeted files on the Web. Specifically, the challenge
of detecting documents of a certain media type without in-
specting the content is still not solved [Lausen and Hasel-
wanter, 2007]. For this task, a URI-only classifier is a good
choice, because speed is crucial and content filtering should
be enabled before an (objectionable) web page is down-
loaded. Basically, a focused crawler ([Chakrabarti et al.,
∗This material is based upon works jointly supported by the

Science Foundation Ireland under Grant No. SFI/08/CE/I1380
(Lion-2) and under Grant No. 08/SRC/I1407 (Clique: Graph &
Network Analysis Cluster)
†Current affiliation: Institut AIFB, Universität Karlsruhe (TH)

1999]) wants to infer the topic of a target page before de-
voting bandwidth to download it. Further, a page’s content
may be hidden in images.

A crawler for media type targeted search engines is fo-
cused on the document formats (such as audio and video)
instead of the topic covered by the documents. For a scal-
able media type focused crawler it is absolutely essential
to discover documents of the requested media type on the
Web and to avoid expensive HTTP lookups of irrelevant
files. Thus, the crawler needs to identify the media type of
a document without establishing a connection and down-
loading the content. A common way to identify the format
of a file is to use the file extension of the file name or to
detect characteristic byte patterns in the file content itself
(magic number approach), which does not scale well. The
latter approach is not suitable because it requires to retrieve
the data which is expensive and time consuming task. We
can conclude that the file extension is only for some media
types suitable as an identifier based on a study of 22M Web
documents [Umbrich et al., 2008] in 2008.

We propose to use classification or pattern mining tech-
niques to discover Web documents of requested media
types without analysing the content. For this, we utilise
information available for a crawler during the crawling pro-
cess to classify and filter URIs for pre-defined media types.
Note that learning patterns without analysing the content of
files can be applied in other scenarios as well, e.g., in genre
classification. We present general data mining approaches
suited for this task, discuss their strengths and weaknesses,
and, based on first experiences, present a classifier-based
solution. As this method still comes with several disadvan-
tages, we further propose to apply frequent pattern min-
ing approaches as an alternative. Here we focus on stream
mining approaches, as they provide a fast and scalable solu-
tion that is perfectly suited for the long-running and input-
intensive task of a Web crawler.

The remainder of the paper is organised as follows: In
Section 2 we briefly present the basics of a crawler focus-
ing on media-types and discuss general data mining ap-
proaches suited for this. Section 3 presents first experi-
ences that we gained using implementations available in the
WEKA toolkit. Based on these experiences, we propose a
classifier approach in Section 4 and discuss an improve-
ment based on pattern stream mining. Section 5 contains
an evaluation of the classifier approach. Finally, Section 6
briefly presents related work and Section 7 concludes the
paper.
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2 Data Mining for Focused Crawling
The principle of a crawler is to start with a set of seed
URIs and to recursively follow the discovered links. For
this, crawlers follow, for instance, a breadth-first or depth-
first approach. This means, the crawler changes domains
through the crawling job and may be returning to domains
already visited before. A focused crawler tries to follow
only links to pages and files of a specific type – in our case
the media type of files.

Our basic idea is to utilise the information available for
a crawling during the crawl loop to identify the media-type
of Web resources without inspecting the content itself. The
accessible information sources for a crawler are [Umbrich
et al., 2008]:

1. the URI
2. the link position of the URI in the HTML document

3. the information sent with the HTTP response header
However, in this work we exclusively focus only on the

mining of features contained in the URI. URIs are also
used for topic classification [Baykan et al., 2009]. Media
types are registered with their related RFC description with
IANA [URL, h]. The RFC description contains a general
explanation of the purpose of the media type and also rec-
ommendation for the file extension(s) to use when publish-
ing a document. A media type consists of two parts, 1) the
content-type and 2) the sub-type, separated by “/”
(content-type/sub-type). To explain our thoughts
we introduce an example URI1 referring to a W3C Video
on the Web Workshop in 2007.

2.1 URI
Every network-retrievable document has a Uniform Re-
source Identifier (URI) as defined in RFC2396 [URL, i],
which specifies that a URI consists of five components.

[PROTOCOL]://[HOST]:[PORT]/[PATH][FILE]?[QUERY]

Please note that we focus exclusively on the Hypertext
Transfer Protocol (HTTP) and omit the other protocols,
such as the File Transfer Protocol (FTP, RFC 959 [URL,
f]) or the gopher protocol (RFC 1436 [URL, e]). The sin-
gle parts have the following meanings:

• The PROTOCOL specifies the transfer protocol used
to access the resource on the Internet.

• The HOST part refers to the domain name of the web
server.

• The PORT component depends on factors such as
server-side firewall settings, proxy configuration or
router settings. If the PORT component is omitted,
the standard assumes the default HTTP port 80.

• The PATH and FILE components can be created either
automatically, for example by a content management
system, or manually by human users.

The PATH component can be part of a hierarchical folder
structure. Users organise their content in a folder structure,
such as storing images in an image directory or videos in
a video sub folder. In this case, special sub folders can be
used as an indicator for the media types of the documents
in this folder. Our URI example has the FILE component
Angio.avi with file extension avi, which is mapped to

1http://www.w3.org/2007/08/video/slides/KidsHealth/Angio.avi

the media type video/x-msvideo. The mapped me-
dia type matches with the real media type of our example.
The QUERY component is a string of information to be in-
terpreted by the resource and is omitted here. We use the
following notation for the URI components in this paper:

• E for the file extension of the FILE component

• F for the filename

• the single tokens in the PATH components are labeled
with T
• the HOST part is labeled with D

2.2 Classification
We can map our media-type identification problem to a
classification task. Based on a set of predefined media
types, we want to classify a URI to its real media type.
Therefore, we have to split the components of a URI into
a feature set that serves as the input for the classification
algorithm. Possible classification algorithms for this task
could be one of the following: The Bayesian classifier
shows convincing results for classifying text. Most spam
detection applications use a Bayesian classifier to decide
whether or not a text snippet or an email is spam2 [Sahami
et al., 1998]. The support vector machines (SVM) al-
gorithm is also used for focused web crawling [Sizov et
al., 2002] and achieved reasonably good results in classi-
fying documents to topics. The C4.5. algorithm gener-
ates a pruned or unpruned decision tree [Quinlan, 1993]
[Quinlan, 1996]. A common Bayesian network classifica-
tion algorithm [Pearl, 1985] is also featured. Noteworthy, it
is proven that a classification algorithm based on decision
trees and word tokens from anchor text can significantly
improve focused crawling [Li et al., 2005]. Hence, we do
not know how it performs for the classification task based
on a small set of features.

Some disadvantages come along with the classification
approach. If we use a supervised algorithm we need to gen-
erate a training set. Given that there exist over 200 different
media types on the Web and that 80% of the documents are
text/html documents, we have the problem of gathering a
training set with representative candidates. Another impor-
tant fact is the dynamic and heterogeneous nature of the
Web. Different domains use different URI patterns for the
same media type documents. The classifier could be opti-
mised especially for some certain domains, depending on
the training set of selected URIs. Such a domain specific
classifier could achieve a very good classification precision
for certain URIs, but the classifier will “fail” for URIs of
domains that are not in the training set.

This static approach is not suitable without retraining the
classifier during the crawl. This is especially an issue in
the context of changing domains, where already visited do-
mains may be visited later on again. Also, the training and
testing tasks could be very time consuming in the context
the Web crawling application. We will show that in the next
section.

2.3 Dynamic Pattern Mining
A very promising approach is the mining of patterns from
URIs to identify the media type of the underlying docu-
ment. Especially stream pattern mining seems to be a good
solution. We will discuss the stream mining approach in
more detail in Section 4. The basic idea is to mine frequent

2http://www.paulgraham.com/Spam.html
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Content type Classifier Max precision Features
application/* j48 95.24% DTFE

audio/* Bayes 94.09% TE
image/* smo 100.00% E

text/* smo 91.03% DTFE
video/* Bayesnet 56.96% TE

Table 1: Selected results for the best classifier & feature
combination with the highest precision for each tested con-
tent types.

patterns from a set of URIs and their real media types.
Based on these association patterns we can learn rules and
use them to identify the media types. With pattern stream
mining approaches we can discover new patterns over the
time the crawler traverses the Web. This approach can also
keep up with new appearing media types and does not rely
on a predefined and static set of media types.

3 First Experiences
First, we wanted to know if a classification approach is
suited for our needs at all. We used the WEKA toolkit to
gain first knowledge if patterns extracted from URIs are
suitable for a media type classification. Based on the possi-
ble features of a URI, we tested and compared four differ-
ent classification algorithms provided by the WEKA frame-
work. The evaluation contains the results of all possible
permutations of classifier and feature combination for me-
dia types and content types. However, we present here only
selected results out of 19 test runs. The evaluation shows
precision and recall values as well as detailed results of the
time needed to train and test the classifiers. Further, we
studied the scalability of the WEKA library and the pro-
vided implementations.

3.1 Feature Combinations
The test for possible feature combinations contains the fol-
lowing four feature combinations: E, FE, TFE, DTFE.
They were chosen intuitively in order to get a first impres-
sion of the suitability of the approach. We observed that
there exists no clear feature combination that in general
achieves the highest precision and recall values. In 9 out
of 19 tests the feature combination DTFE (domain, tokens,
file name and file extension) achieved the best precision.
Another objective fact is that there exists no single classifi-
cation algorithm that clearly outperforms the others. Table
1 shows the summary of the classifiers that have the highest
precision to identify documents for the tested media types.
12 out of 19 classifier algorithms uses the Bayesian theory.
The Bayes classifier achieves in 8 out of 19 cases the best
precision value and the Bayesian net algorithm in another
4 cases. The complete list of the results3 and more details
are provided in [Umbrich, 2008].

3.2 Scalability
We stopped the execution time to train and test a cer-
tain WEKA classifier after a number of input instances.
The benchmarks are performed for all possible combina-
tions of classifiers and feature patterns for the content type
application with a dictionary containing 5,000 words.
The results are for the feature combination DFTE. Figure 1
shows the time to generate the WEKA input (ARFF) file,

3http://www.umbrich.net/pubs/master thesis.pdf

Figure 2 shows the result to train the algorithms and Fig-
ure 3 the results to test the trained classifiers. The ma-
jor problem and scalability limitation of the WEKA work-
bench is that all the information that is needed to train a
classifier and finally to classify new instances are kept in
memory. Thus, the limitation of WEKA is the available in-
memory space. With the naive Bayes classifier the memory
limit was reached with a dictionary containing 20,000 to-
kens. Another reason why we believe that WEKA is not
suitable for a scalable architecture is the bad time perfor-
mance to classify a list of URIs. Results show that the av-
erage classification speed is 47.5 URIs/seconds. Under the
assumption that the system filters millions of URIs, the cur-
rent implementation with the WEKA libraries is not appli-
cable. The time to create the required ARFF file increases
exponentially with the number of instances, as the results
in Figure 1 show.
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The conclusion of this first evaluation is that the pro-
vided JAVA implementations of WEKA have memory lim-
itations. For our Web crawler application, the classifiers
cannot keep up with the performance of URIs/sec supplied
by the crawler.

4 Approach
From the tested classification algorithms, the Bayesian
classifier was the most suitable, in terms of used mem-
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ory and the performance of the learning and classification
task. Thus, we propose a statistical classifier similar to
the a priori approach of the Bayesian algorithm or “One-
Item-Rule” of an association rule algorithm [Agrawal et al.,
1993].

Figure 4: Media type crawl filter architecture

The general idea is illustrated in Figure 4. A knowledge
base holds the data to generate files required to build and
evaluate new classifiers. Furthermore, the knowledge base
analyses the inserted information and generates meta data
about, for example, the distribution of media types, the oc-
currence of feature values and the appearance of features
together with media types. These meta data are used for a
statistical approach to determine the media type of a URI.

An evaluation function calculates a conditional probabil-
ity of being a media type mt, given the features extracted
from URI uri. In the current version, we implemented a
media type filter that supports a statistical classifier. This
is an algorithm similar to association rule mining, which
is fed by background knowledge from the meta data of the
data store component. Next, we will describe the algorithm
of the proposed statistical classifier in detail.

4.1 Statistical Classifier
The statistical classifier calculates the relevance score
based on the conditional probability with the function of
the Bayesian theory,

P (A|B) =
P (A ∩B)

P (B)
=
|A ∩B|
|B| .

The classifier scans the meta information of the data store
to select the best features to identify the media types and
stores the selected features in an internal cache. The most
precise features are selected with an algorithm similar to
the a priori association rule mining algorithm [Agrawal et
al., 1993; Agrawal and Srikant, 1994]. The “One-Item-
Rule”(A⇒ B) algorithm selects single features which are
associated with a “goal” or class like .jpg ⇒ image/jpeg.
The best features are selected based on the confidence value

conf(a→ b) =
sup(a ∪ b)

sup(a)

with
sup(x) =

#x

#total
.

The formula for calculating the confidence is equivalent to
the conditional probability formula, which calculates the
probability of some event A, given the occurrence of some
other event B. Conditional probability is written

P (A|B) =
P (A ∪B)

P (B)
,

and is read ”the probability of A, given B”.
The algorithm is not a full association rule algorithm and

skips the rule detection for all possible feature combina-
tion. Instead, our algorithm uses the mapping function

Π(uri, featurePattern) = featureString

to generate all possible combination of features for given
and pre-defined combination patterns.

A combination pattern is a series of single features, such
as the combinations of DT, that is, all possible combination
of the pair <pld+token>.

We use a true Bayesian estimate to calculate the impor-
tance of a rule based on the value of the conditional proba-
bility and the occurrence of the feature in our data store.

Bayesian Estimate The formula for calculating the
weighted score for a “feature rule” gives a true Bayesian
estimate:

wfeature =
v

v + m
×R +

m

v + m
× C

where R denotes probability for the feature, v the number
of total occurrence of the feature, m the minimum occur-
rence required to be added to the rule set and C the default
probability. This equation is adapted from the weighted
rank of movies at IMDB4.

The media type filter is the core component of our
crawling framework to guide the crawler while travers-
ing the Web for new documents of requested media
types. With this component, the framework can perform
a crawling strategy which is equal to a dynamical heuris-
tic search algorithm. The media type filter integrates
the mapping function Π(uri) with an evaluation function
f(uri, Π(uri)). The background knowledge used to cal-
culate the relevance score of URIs can be updated during
the crawl runtime and thus, the filter can learn new fea-
tures to discover relevant documents. The mapping func-
tion Π(uri) = {TLD(uri), T (uri), N(uri), E(uri)} ex-
tracts features from a URI and generates a feature vector
that is used as input for the evaluation function. The evalu-
ation function returns the conditional probability that a URI

4http://www.imdb.com/
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is of media type mt, or expressed in terms of the probabil-
ity theory f(mt, Π(uri)) = P (mt|uri). With the rele-
vance score from the evaluation function, the component
filters a list of URIs and adds selected URIs to a single pri-
ority queue or a set of priority queues. The background
knowledge of this component contains pairs of URIs with
their real media types. The post-processing component de-
tects the real media type of downloaded files and adds this
knowledge into the media-type filter.

Filter rules control which pages are visited next and
which URIs are ignored. The crawling behavior can be
controlled with the following rules:
• (mt, min prob) ⇒ ALLOW Allow/Select URIs

with a probability of more than min prob for media
type mt.
• (mt, min prob) ⇒ DISALLOW Disallow/Filter

out URIs with a probability of more than min prob
for media type mt.

We are aware that the presented approach of a statistical
classifier does not allow to easily change patterns or learn
new media types. Obviously, an unsupervised approach
that can mine the occurring patterns would be more prac-
tical. Hence, we discuss a pattern mining approach in the
next section.

4.2 Pattern Tree Approaches
As we highlighted, the limitations of the presented ap-
proach are:

1. feature patterns are static and pre-defined
2. more feature pattern combinations require more in-

memory space
3. new discovered media types cannot be added to the

classifier
We found a promising approach using frequent pattern
trees [Han et al., 2000] and an extension to mine frequent
itemsets in streams under dynamically changing resource
constraints [Franke et al., 2006]. Especially, the latter work
fulfills our requirements. Franke et. al provide a framework
to mine frequent itemsets, either from fixed size intervals
or from time intervals. The algorithm is resource-aware,
which means it can be adjusted to changing resources and
it can be run with fixed allocated resources. This approach
has the following advantages:

1. automatic detection of new patterns
2. assurance of a constant memory footprint independent

from the crawling time or the number of processed
URIs.

3. new discovered media types can be added to the clas-
sifier

Using a stream-based approach promises that the per-
formance requirements of a Web crawler can be met with-
out problems. The crawler produces a high input rate for
the mining task (up to thousands of inserts per minute) and
runs for days to weeks. Thus, we are running continuous
mining queries on a continuous stream of high input rate.
That is exactly what stream mining algorithms are devel-
oped for, as they usually aim for needing only one look on
each date. Another advantage is the possibility to query for
frequent itemsets from certain time intervals. If the crawler
records at which time he enters or leaves a domain, it is
straightforward to determine patterns from only that do-
main. In future work we plan to evaluate what is the better

choice, either use all patterns learned so far or just focus on
domain-specific ones. The algorithm from [Franke et al.,
2006] provides a perfect basis for that, which is accompa-
nied by its resource awareness. Moreover, the algorithm
can always provide guarantees on the achieved quality, de-
pending on the currently used resources.

Meanwhile, we implemented the pattern mining ap-
proach. The next steps are to fully integrate it into the
crawling framework. When this is done, we can measure
the overall performance of this method and compare it to
the static classifier approach. We expect similar perfor-
mance, due to the stream character of the used solution.
Concerning accuracy and applicability, we expect even bet-
ter results, due to the dynamic and unsupervised features of
the approach.

5 Evaluation
In this section, we present the methods and results of our
evaluation of the statistical classifier. We measured the pre-
cision and recall of our implementation and further, the per-
formance with respect to the requirements of a Web crawler
use-case. We measured the discovery ratio of requested
media types on the Web based on a base-line crawl with a
breadth-first crawling strategy. First, we present the eval-
uation setup and used methods, followed by the results of
the single evaluations steps. Finally, we provide a detailed
discussion of the results.

5.1 Setup

All experiments are performed on a single Opteron 2.2
GHz CPU with 4 GB of main memory and two SATA
(160GB,750GB) disks. We used a published and represen-
tative web corpus containing 22.2M documents [Umbrich
et al., 2008]. The test corpus contains 3.8M external links
from ODP5 and 6.4m external links from Wikipedia6 in De-
cember 2007.

We use data from this combined corpus to evaluate the
approach of our statistical classifier. We focus on the DTFE
feature combination, as this has been proven to be the gen-
erally most suited one in our WEKA tests. The underlying
assumption for this test is that as soon as the conditional
probability of a feature is greater than 0.5 (=50%), we can
assume a positive match. The classifier evaluates first the
file extension of the URI, second the single path tokens and
third, the combination of the top-level-domain and the path
tokens. If all features cause a relevance value of less than
0.5, we will assume a false match.

Our test set contains 4.28 M detected media types and is
split into eight folds, fold A, B, C, D, E, F, G and H. The last
fold (H with 285396 entries) is used to evaluate and test the
classifier. The first seven folds (A-G), containing 500.000
entries, are used to train and update the statistical classifier.
We ran seven evaluation rounds for each of the five con-
tent types (application, audio, image, text and
video). The classifier is updated by one of the remaining
data set parts and tested against the separate data set H in
each round. The internal cache of the classifier was set up
with 5000 entries for each feature and with the thresholds
0.5 and 0.7. All features that have a conditional probability
less than the threshold are deleted.

5http://rdf.dmoz.org/rdf/content.rdf.u8.gz
6http://download.wikimedia.org/enwiki/
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5.2 Results
First, we list the precision and recall values from the evalu-
ation. Second, we show the benchmarks to mine and clas-
sify new URIs. Table 2 list the precision and recall values
for two thresholds and the five content types.

Rounds
a b c d e f g

application/*
Threshold 0.5
Pr 85.24 85.34 86.21 85.93 86.05 85.84 85.67
Re 66.56 67.37 67.54 67.68 67.50 67.46 67.47

Threshold 0.7
Pr: 91.98 91.96 93.34 93.10 93.22 93.04 93.13
Re: 66.50 68.44 66.48 65.38 65.34 65.32 65.32

audio/*
Threshold 0.5
Pr: 87.88 86.14 86.57 86.57 84.88 86.57 84.69
Re: 84.88 84.88 84.88 84.88 84.88 84.88 86.34
Threshold 0.7
Pr: 91.58 91.58 91.10 91.10 91.10 91.10 91.10
Re: 84.88 84.88 84.88 84.88 84.88 84.88 84.88

image/*
Threshold 0.5
Pr: 84.89 84.05 83.50 82.96 83.37 83.53 83.23
Re: 98.31 98.43 98.64 98.64 98.66 98.66 98.68
Threshold 0.7
Pr: 87.84 87.81 87.90 87.74 87.89 87.60 87.66
Re: 98.11 98.25 98.37 98.46 98.52 98.50 98.50

text/*
Threshold 0.5
Pr: 73.68 73.78 73.81 74.00 73.94 73.97 73.99
Re: 99.78 99.77 99.74 99.73 99.74 99.75 99.74
Threshold 0.7
Pr: 86.74 87.26 87.47 88.85 88.71 88.77 88.83
Re: 61.36 61.07 61.01 60.06 60.16 59.91 59.90

video/*
Threshold 0.5
Pr: 72.73 72.73 71.11 72.73 71.11 71.11 71.11
Re: 91.43 91.43 91.43 91.43 91.43 91.43 91.43
Threshold 0.7
Pr: 81.48 81.48 74.42 81.48 74.42 74.42 74.42
Re: 62.86 62.86 91.43 62.86 91.43 91.43 91.43

all values are percentages.

Table 2: Precision and recall of the statistical classifier for
different thresholds.

Scalability We benchmarked the implementation of the
statistical classifier to measure the time to insert/update and
classify a list of URIs. Figure 5 shows results. Our imple-
mentation shows a linear increase of the elapsed time with
the number of URIs for both operations.

Focused Crawling for Media Types We evaluate the ap-
plicability of our approach in a media-type focused Web
crawler based on the following use case: Documents of
content type audio, video or image are requested to
build a multimedia search engine. The detailed setup of
this experiment is as follows: We started with a seed set
of twelve URIs, collected from the social bookmark page
Delicious7. The requested documents cannot be used to ex-
tract new links, thus we selected also links to text/html
documents. To measure the efficiency of the pattern min-
ing approach we compared three typical crawling strate-
gies. As our base-line we performed a breadth-first crawl.
The second strategy is a focused crawl (best-first) using
the statistical classifier without a cut-off threshold to omit

7http://delicious.com/
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URIs. We prioritised URIs based on their conditional prob-
ability that they are of a requested media type. The filter
methods first selects all URIs which are of content type
audio,video or image and adds the selected URIs to
the queue. In a second processing step URIs of media type
text/html are selected and forwarded to the queue. The
third strategy applies a fixed size queue of 10K URIs and
a URI-per-domain limit of 10. The results of the different
strategies are presented in Figure 6.
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5.3 Discussion
Next, we will discuss the results presented in the previous
section. Because of space limitations we refer to a more
detailed discussion of the results in [Umbrich, 2008].

Precision and Recall Table 2 lists the detailed results for
the classification evaluation. First of all, we can observe
that for all tested content-types the precision values
are higher than 75% and the recall values above 60% . The
predefined feature patterns achieve reasonable good results.
However, we observe that the recall values for video/*
and threshold 0.7 differ between 60% and 90%. This dif-
ference is caused by the pre-defined and static feature pat-
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terns and boosts our idea to use the frequent pattern tree
approach.

Furthermore, we observe an increase of the precision by
nearly 9% if the internal cache threshold of the classifier
is changed from 0.5 ( = 50%) to 0.7 (=70%). To revive,
features with a conditional probability less than the internal
cache threshold for a certain content or media type are not
recorded and used for the classification. With this threshold
we can control the characteristics of the statistical classifier.
A higher threshold results in a higher precision and a lower
threshold increases the recall.

Comparing the precision of the statistical classifier with
the achieved classification precisions of the WEKA classi-
fiers we notice very promising results. Beside the precision
values for the classification of documents of content type
image, the statistical classification approach achieves pre-
cision values that are only around 2% less than the WEKA
classifiers, with still reasonable good recall values for the
content types application, audio, text and video.

As expected, the classifier approach achieves very good
values for precision and recall. This shows that the ap-
proach of choosing data mining techniques to identify me-
dia types without checking file content is very suitable and
applicable. The next interesting step is to evaluate the dy-
namic pattern mining approach, which promises to be even
better suited, due to its streaming and unsupervised charac-
ter.

Fast and Scalable The processing speed of the current
implementation of the statistical classifier is in average
17,385 URIs/second for filtering URIs and in average 3,000
URIs/second for inserts and updates of new obtained in-
formation. The performance clearly outperforms the pro-
cessing speed of the WEKA classifiers. For filtering single
URIs our implementation is 319 times faster than the algo-
rithm using the WEKA classifiers and 15 times faster com-
pared to the best achievable processing speed of WEKA
(generating an ARFF input file with all URIs ⇒ 200
URIs/sec). The performance for training the classifier is in
average 27 times faster then the best possible performance
of the WEKA implementation (110 URIs/second for the
Bayesian classifier) for the same feature combinations.

The evaluation of the focused crawling strategy imple-
mented in the current version of our crawler shows that
the crawler continuously gathers the requested documents
of content types image, audio and video with the
breadth-first crawling strategy. The gradient of the number
of fetched relevant documents depends only on the avail-
able requested documents in the crawl queue. We can see
that the gradient of the curve varies over time and is not
constant. Depending on the URIs in the queue, the crawler
extracts new links for a fraction of HTML documents that
contain more relevant documents as the HTML document
in the round before or reverse.

The curve of the näive breadth-first-crawl strategy shows
a step function. This clearly shows the filtering and priori-
tising of URIs leading to relevant documents. In the very
beginning of the crawl (<50,000 HTTP lookups) the num-
ber of the downloaded relevant documents is zero and then,
suddenly, it significantly increases. The explanation for
this is that the media-type filter is untrained in the begin-
ning and cannot apply any background knowledge. With
more and more visited documents and more obtained in-
formation of URIs and their belonging media types, the fil-
ter component discovers convenient feature patterns and is

capable to identify and filter relevant documents.
The results show that even the a priori method used in

combination with a focused crawler can meet the perfor-
mance requirements of today’s Web crawlers. However,
performance of Web crawlers can never be good enough, as
they usually represent extremely long-running tasks. That
is why the stream-based pattern mining approach promises
to be a very good choice. We expect it to at least meet the
performance we gained in the evaluation presented here, if
not even to be capable of producing better results.

6 Related Work
To the best of our knowledge, we are not aware of pub-
lished work that focuses on the topics of focused crawling
for certain media types beside the work of Bachlechner et.
al. [Bachlechner et al., 2006], which tries to gather “Web
Service Description Language“ (WSDL) files on the web.
However, the work in hand focuses on the applicability and
scalability of different data mining approaches for this task.
[Baykan et al., 2009] showed that patterns in URIs can be
used for topic classification of the documents identified by
the URls. This is a similar approach to the one presented
here. But, the application to media types presents specific
requirements and challenges that are not discussed in the
field of topic classification.

The list of used classifier algorithms in focused crawlers
contains, among others, the application of: a simple naive
bayes classifier [Passerini et al., 2001], a k-nearest neigh-
bour clustering algorithm [Ester et al., 2004], a support
vector machine [Sizov et al., 2002], a decision tree [Na-
jork and Wiener, 2001] [Li et al., 2005], a neural net-
work [Menczer et al., 2001] and also a solution with hid-
den markov models [Liu et al., 2004]. They all bear the
disadvantage of requiring a supervised approach, similar
to the classifier approach presented in this work. None of
the works from above considers an unsupervised learning
approach, neither they discuss the applicability of stream-
mining techniques. Further, none of these works discusses
media-type focused crawling.

7 Conclusion
Specialised search engines face major difficulties to dis-
cover and gather in a scalable and efficient way structured
content of requested media types on the Web. Näive solu-
tions such as gathering URIs via user submissions or crawl-
ing the entire Web (existing of 41 billion unique URIs with
over 80% of text/html documents) for the targeted files
do not guarantee a sufficient supply of URIs.

We investigated the problems of specialised search en-
gines in discovering and gathering relevant documents
from the Web. We first showed that classification ap-
proaches are suited in principle. Afterwards, we proposed
an approach for scalable and optimised focused crawling
that discovers URIs of targeted media types and extracts
meta data in a structured format from the downloaded con-
tent. We were able to show that data mining techniques
are well suited for implementing fast and scalable focused
crawling. However, the choice of applied technique is a
rather crucial one. Even if static classifier approaches work
well and achieve good performance and accuracy, there is
still great potential to increase both. We are eager to inte-
grate and evaluate the pattern mining approach developed
for data streams in order to judge on its applicability. We
hope that we can increase performance and accuracy by this

KDML

125



even more – while being able to adapt to the usually strict
resource limitations that Web crawlers have to face.
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Abstract

Considering usability-based design and evalua-
tion, many general guidelines and heuristics have
been proposed in the past. Yet there is still a
lack of tailored criteria for the specific case of
knowledge-based systems. In this paper we pro-
pose the Usability Stack for knowledge-based
systems as a new model that summarizes and
classifies usability criteria for that particular con-
text. The model as a whole, as well as the differ-
ent layers in particular, are discussed. We also
shortly describe the results of exemplarily go-
ing through one knowledge system, developed by
our department, according to the model.

1 Introduction
Concerning the usability, knowledge-based systems consti-
tute a particular case compared to general software.

Concerning the case of consultation, knowledge-based
systems often are not used by their potential users on a reg-
ular basis and additionally under considerable strain. This
is confirmed by our experience with systems that are ap-
plied in the medical domain—examples are systems that
support abdomen sonography (SonoConsult, [5]) or dental
consultancy (a tailored dialog, used as a case study in [2]).
Therefore it is essential that knowledge-based consultation
systems are as easily usable and as highly self-descriptive
as possible. That way, users can always resume working
with the system in an easy and effective way—even after
longer or stressful breaks.

Another issue, concerning especially the knowledge ac-
quisition task, is the required high level of expertise con-
cerning both the application domain and knowledge en-
gineering in general. Thus, ideally, knowledge engineers
and domain experts collaborate on setting up a knowledge-
based system; yet, a cooperation of—a minimum of—
two such specialists is often too expensive, for instance
see Puppe [13]. In drastically simplifying the usage of
knowledge-acquisition tools, also non-experts could more
easily support domain specialists in developing knowledge-
based systems.

Thus, enhancing the ease of use of knowledge-based
systems—regarding both the consultation and knowledge-
acqusition use case—could contribute to further extend the
range of potential application contexts, and thus increase
their distribution. Hence the important, still unmatched,
long-term goal is to purposefully enhance their usability.

System Image

Self-Descriptiveness

User Orientation

Interface Design

Coping

with

Errors

Help

&

Doc

Usable Knowledge-Based Systems

Figure 1: Usability Stack for knowledge-based systems

Regarding usability-based design and evaluation, many
usability resources have been proposed to date. Yet, con-
cerning knowledge-based systems, those resources often
either are lacking specific requirements, or on the other
hand partly incorporate insignificant aspects.

In this paper, we propose the Usability Stack for
knowledge-based systems (depicted in Figure 1)—a model
of usability criteria, tailored for knowledge-based systems.
By knowledge-based systems we mean systems that uti-
lize problem-solving knowledge and inference mechanisms
to support the user in decision-making or in finding solu-
tions for a given problem. At that point in time, we aim
at generating a model that is applicable to different classes
of knowledge-based systems with respect to their under-
lying inference method—that is, we made no distinction
between, for example, case-based or rule-based knowledge
systems so far. Whether and to what extent such a dis-
tinction could be additionally useful for our context will be
further investigated in the future.

To create a basic stack-model of usability criteria, we
reconsider well-known usability resources in detail; as far
as necessary, we extend and reassemble usability criteria,
which are characterized in section 2. Based on that, we
build a stack-model that explains their dependencies and
interconnections, described in section 3. Section 4 presents
the results of an exemplarily application of the model to
a knowledge-based system. We conclude the paper with
a short summary of the preliminary results and the future
prospects in section 5.

2 Tailored Usability Criteria
In this section we shortly introduce the examined usability
resources and give reason for their choice. Afterwards, we
present the tailored criteria that we reassembled from the
existing resources, and we also explain their relevance for
the context of knowledge-based systems.
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2.1 Resources
The following usability resources have been taken into ac-
count: 10 heuristics of Nielsen [11, Ch. 2], 15 heuris-
tics of Muller et al. [10], 11 heuristics of Constantine &
Lockwood [4, pp. 45 ff.], 15 heuristics of Kamper [7], 10
heuristics of Sarodnick & Brau [14, pp. 140 f.], 8 princi-
ples of Norman [12], 8 principles of Shneiderman [16, pp.
74 f.], 16 principles of Tognazzini [18], 7 principles of DIN
ISO 9241-110 [15], and selected principles from Lidwell’s
“Universal Principles of Design” [9].

Those resources are widely known and applied for us-
ability evaluation, thus constituting today’s state-of-the-art.
In addition, there exist many more guidelines or styleguides
that describe usability criteria in a more detailed manner—
for example, Thissen’s Handbook on Screen Design [17],
or Apple’s Human Interface Guidelines [1]. Such re-
sources, however, are often already much too detailed,
which makes them more difficult to tailor adequately for
our purpose. This is the reason why we chose the more
general heuristics as an initial point for defining our tai-
lored usability criteria.

2.2 The Usability Layers
We now first describe each layer of the stack—i.e. each
usability criterion—separately. Thereby we first name the
key requirement of each criterion, and then summarize its
different aspects in a list. We further give reasons for their
relevance in the context of knowledge-based systems. The
composition of the stack as a whole, and the interconnec-
tions and dependencies of its layers, are further described
in section 3.

System Image
→ Key demand: create a tailored and comprehensible sys-
tem model, according to the system’s real-world context

• apply metaphors, story lines, or visible pictures wher-
ever appropriate

• consider and support users’s actual work- and taskflow

• consistency between user expectations and the system

• sequence, structure, and group tasks in a natu-
ral/logical way

• break down complex tasks into smaller, more intelli-
gible subtasks

• leave simple tasks also simple within the system

We regard the application of an appropriate system im-
age as highly relevant for knowledge-based systems. Due
to the often necessary specific expertise, it is all the more
important to facilitate the general usage of the system.
Here, a tailored metaphor can considerably ease compre-
hending the system and its mode of operation. Yet, its tai-
loring to the real-world context and users is essential as
to ensure that it is correctly understood; thereby, also user
expectations towards the system should be taken into ac-
count. As knowledge-based systems often require complex
procedures according to their application domain, simpli-
fying tasks—in breaking them down into more intelligi-
ble subtasks—can radically ease the system use and thus
enhance its usability. A natural and logical task order-
ing/grouping according to the real-world context should be
provided to further increase the users’ understanding of the
system; this also includes the demand to leave tasks, that
are simple by their nature, also simple within a system.

One notably positive example for a well-implemented
system image is the consultation and documentation sys-
tem for dental findings (used as a case study in Atzmueller
et al. [2]). As Figure 2 shows, the model of a tooth diagno-
sis sheet from the daily dental work context was transferred
into the web interface in adopting the numbering and align-
ment of quadrants (Figure 2, I-IV) and teeth (Figure 2, 11-
48). Regarding users from the dental medical domain, such
a model eases the system’s usage drastically.

Self-Descriptiveness
→ Key demand: ensure transparent actions and meaning-
ful feedback
• make potential actions and options visible and acces-

sible (transparent)
• always provide feedback within reasonable time
• illustrate which actions caused the current system

state, and which actions are suggested next
• messages: clear, unambiguous, and concise; prefer-

ably in plain language
• in the case of errors, clearly communicate the problem

and suggest steps for recovery
• also use visual means for communication/illustration
Regarding the use case of knowledge-based systems as

consultation systems, immediate feedback on the current
system status seems to be especially valuable; communi-
cating also minor, intermediate results (solutions), that oc-
cur during the consultation process, allows the user to bene-
fit at any time from using the system—even in the case of
system errors or quitting the system ahead of time. In the
consultation context it is also helpful to illustrate how the
current state (the currently derived solution) was achieved,
and what actions (questions to answer) are suggested next.
Furthermore, potential actions and options should be visi-
ble and accessible within the system.

An example, where this aspect has been implemented
well, is the d3web.Dialog2 system (Krawczyk [8], shown
in Figure 3). This consultation system, based on a question
and answer metaphor, makes use of the AJAX-technology
to provide immediate feedback in displaying also inter-
mediate results (Figure 3, a) as soon as the user provides
input—also, already answered questions are greyed out in-
stantly (Figure 3, b), thus illustrating, which answers have
led to the currently derived solution(s); furthermore, the
next suggested questions are highlighted through a yellow
background (Figure 3, c), and potentially additional follow-
up questions are presented at once when necessary.

With respect to the data acquisition use case, making all
required actions available should be—as for other kinds
of software, too—a matter of course. Additionally high-
lighting the next suggested actions or input offers a high
potential to ease the system usage and thus enhance over-
all usability. Another key aspect in our context is the
appropriate communication prior to or in the case of ac-
tually occuring errors; its relevance for knowledge-based
systems is discussed in the corresponding section Coping
with Errors afterwards. Finally, we regard visual means an
important requirement to enhance the self-desciptiveness
of a knowledge-based system—visualizations are able to
present even complex correlations (e.g. the structure of
a knowledge base, or navigation support in a consulta-
tion system) in a condensed and illustrative way, which in
turn improves the users’ understanding of the system, and
thereby contributes to an enhanced usability.
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Figure 2: Positive Example for a Tailored System Metaphor, from a Dental Documentation/Consultation System

User Orientation
→ Key demand: implement reasonably constrained user
control in a system that is tailored for its potential users
• provide control through undo & redo, pause & resume
• let users sequence tasks according to their needs
• avoid surprising/awkward system behavior
• deactivate or hide dangerous/critical actions
• constrain critical/complex input
• account for target users’ skills, demands, and habits
• speak the users’ language
Especially with respect to the often complex tasks oc-

curing in our context, we regard the implementation of
constraints, to avoid potential system errors or defective
input, as extremely valuable. Critical or dangerous op-
tions/actions should be deactivated or completely hidden
in the interface. Also pausing and resuming options, as
well as the possibility to carry out tasks in any given order,
enhance the usability of a knowledge-based system.

Again, the dental documentation and consultation sys-
tem provides for a good example of reasonably constrained
user control. Figure 2 shows that input fields for a
tooth are not editable until certain input is provided; this
slight constraint assures reasonable input based on previ-
ous actions—yet, the user controls in what order to provide
the input, once the fields are editable; moreover its the user
who generally decides about the order or number of teeth
to edit, thus having a great deal of control of this system.
The d3web.Dialog2 system (Figure 3), in contrast, provides
user guidance through the dialog to a much greater extent—
in suggesting the appropriate order of questions, and also in
providing follow-up questions straightly dependent on pre-
vious input. Yet, in the end the user remains in control also
of this dialog, as it is also possible to leave the suggested
path and chose a different order of answering the questions.

Apart from a reasonably constrained user control, we
also regard tailoring a system to its potential users as highly
relevant. Characteristically, knowledge-based systems are

applied in quite specific contexts—thus, for example, med-
ical professional terminology is first-choice for medical
staff, whereas this would not be appropriate for biologists.
Also, differing user groups often possess different skills
and preferred taskflows (e.g. physicians vs. nurses). Tai-
loring a knowledge-based system to its potential users thus
can strongly contribute to its understandability, and conse-
quently to its usability and user efficiency.

Interface Design
→ Key demand: design an aesthetical, yet minimalistic
interface

• hide actions and options not straightly needed from
the interface (minimalistic interface)

• clear conveyance and presentation of information,
highlighting of important information

• no multi-page displays

• design- and behavior-based consistency

• consistency with standards/conventions from applica-
tion context

• consider general design guidelines (colors etc.)

• aesthetical, pleasing, ”modern“ design

• provide distinct ”views“, where appropriate

Again due to the often complex application domains and
procedures related with knowledge-based systems, both the
minimalistic and consistent design of an interface are of
high priority. Thereby, the former induces simplicity, as
important information and required functionalities can be
found more easily; the latter, consistency, avoids confusion
on the side of the user, which allows for concentration on
the task at hand and thus also eases the system usage.

Furthermore, software interfaces should in general be
designed in an aesthetic, pleasing way, concerning, for ex-
ample, the adherence to general design-based principles re-
garding the choice of colors, fonts, alignment issues etc.
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Figure 3: Positive Example for Immediate Feedback, Implemented in a System for Car Fault Diagnosis

This may not directly influence usability, yet it can en-
hance the user’s perception of the system; in turn, a sys-
tem that is perceived as pleasing is often assumed to be
more usable than other systems. In this regard, an inter-
face should as well appear somewhat ”up to date“; such
interfaces are more likely presumed to be well maintained
and tailored for today’s hardware. Thus they consolidate
the user’s confidence towards the system. Concerning the
context of knowledge-based systems, we regard the aes-
thetical aspect also as relevant as it can—not solely but
additionally—enhance the user’s experience of the system.

Knowledge-based systems often address users from sev-
eral considerably distinct user-groups—in the case, that
those can be clearly specified, we regard the provision of
tailored views of the system as highly valuable. Such a
view, however, should not only refer to the outer appear-
ance, as e.g. color scheme or alignment. Rather the system
as a whole should be affected, thereby considering the spe-
cific skills of each user-group. This includes, for example,
structuring tasks differently or providing for other kinds of
functionalities (e.g. wizard-guided vs. self-guided inter-
faces).

Coping with Errors
→ Key demand: anticipate and prevent errors whenever
possible, in the case of errors provide help for recovery
• apply appropriate error prevention measures
• hide or deactivate potentially critical/dangerous op-

tions and actions
• provide undo & redo for leaving critical states
• concise, comprehensible, informative error messages
• suggest steps for recovery
• handle error internally until problem can be resolved

• prevent data loss
Regarding knowledge-based systems, this aspect also

is highly relevant. Those systems generally require a lot
of data input, independent of whether they are applied
for data acquisition (e.g. setting up the knowledge base)
or for consulting (e.g. gathering information to derive
solutions)—thus a sudden data loss due to system errors
is extremely painful for the users. That case should be pre-
vented through adequate and anticipatory communication
(warnings, suggestions of alternative actions or options)
and constraints (hiding and deactivation of critical actions
and options). Additionally, errors should be prevented
through undo & redo facilities, default value presentation,
auto-completion, or the intelligent suggestion or highlight-
ing of appropriate next actions. Moreover, also consistency
tests should be implemented both on a global and a local
basis; examples are limiting the presented questions in a
consultation system to the reasonable follow-up questions
(global), and verifying critical input to the reasonably pro-
cessable options (local). If specific critical system states
are completely unavoidable, at least tailored, comprehen-
sible error messages should be provided; thereby not only
the type and context oft the error should be explained, but
adequate steps for recovery should be suggested. At any
rate, errors should be handled internally without resulting
in data loss, or an awkward or surprising system behavior,
thus maintaining a stable-running system.

Help & Doc
→ Key demand: provide easily accessible and tailored
help and documentation
• easily accessible at any time and system state
• only as large and detailed as necessary
• searchable index for easier information retrieval
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• tailor help & doc to actual system purpose, thus refer
to and support actual tasks

• where appropriate, provide tutorials, step-by-step in-
structions, examples, or reference of the system

It is often stated, that help and documentation are not
so important as most people never use them anyway—
nevertheless we regard that criterion as a relevant, addi-
tional means for improving overall usability in the con-
text of knowledge-based systems. Considering the of-
ten tedious tasks and procedures—which cannot always
be simplified—an accessible and supportive help- and doc
system can be of great value, especially for novice users.
Thereby an introductory listing and explanation of best
practices or standard tasks regarding the system use can
help such users get started. Also a searchable, indexed
reference system that covers potential actions and options,
specific forms of data input, or that explains more complex
parts of the interface can add value to the system. We gen-
erally agree, that a system should best be usable without
any help at all, yet we consider the specific context as often
far too complex to actually completely fulfil this demand;
thus, a tailored help & doc system can improve the user’s
system experience—as it ideally enables the user to solve
tasks and even problems on his own—and with that the per-
ceived usability.

3 Composing the Usability Stack
In the previous section 2 we described the different compo-
nents of the Usability Stack. Now we clarify its composi-
tion and explain the interconnections and dependencies of
the layers. Figure 1 depicts the stack of usability criteria.
We begin by explaining the four layers on the lefthand side:

• System Image

• Self-Descriptiveness

• User Orientation

• Interface Design

Layer 1—System Image
We chose System Image as the basis of the model because
it strongly influences all the other criteria that build upon
it; also, it is interdependent with the two additional criteria,
depicted as the vertical layers, which will be illustrated in
more detail in the subsequent sections. Basically, we not
only belief that a tailored model or metaphor can greatly
enhance a system’s usability, but also, when inappropri-
ately chosen (for the given context or target user group),
can turn a system nearly worthless. Moreover we consider
the real-world context of a system—as taken into account
also within the first layer—an essential basis for the fol-
lowing criteria. Thus we regard the development of an ad-
equate system image as the most important, foundational
task when striving for a usable knowledge-based system.

Layer 2—Self-Descriptiveness
An appropriate system image then already contributes
greatly to Self-Descriptiveness; the former enables users to
better predict the system’s behaviour, which in turn largely
meets the request, that a system should guide users by its
design and ability to clearly convey necessary informa-
tion. The chosen system model or metaphor also influ-
ences the appropriate affordances and hints that are to be
provided—as useful hints for one context are likely to be

worthless for another context; likewise also necessary ac-
tions and options vary depending on the application con-
text or the appropriate task structure. So in summary, self-
descriptiveness directly depends on the realization of the
system image, which is why we regard it as the second most
important criterion for knowledge-based systems and thus
as the logical second layer of our model.

Layer 3—User Orientation
User Orientation forms the subsequent third layer within
our model. Tailoring a system for its intended target users is
highly dependent on the real-world context (as considered
within the first layer) that already defines the target users
and their specific wants and skills. Also developing and
implementing reasonably constricted user control depends
on the previous layers. On the one hand, the chosen system
image (first layer) often dictates which parts of a system
should be controlled by the users and to what extent; on the
other hand, this criterion also builds on the findings, which
actions and options should be visible at what system state
(outcome of the second layer), as only actions/options that
are actually visible can be discussed to be constrained or
fully controllable at all.

Layer 4—Interface Design
As the three previous layers all influence the final form of
the interface, the Interface Design layer is stacked on top
of the others. First, the chosen system image (first layer)
often specifies quite detailed what an appropriate interface
looks like as a whole; this is also dependent on the group-
ing and structuring of tasks. Influencing findings from the
second layer are the necessay dialogs and messages re-
quired, necessary progress indicators, or the potential need
for providing visual forms of navigation support, system
overviews, or other kinds of information visualizations. Fi-
nally, the analysis of target user groups and their specific
wants and needs from the third layer can also affect the
interface design: in prescribing, which actions and options
should be deactivated for constraining reasons, or if distinct
user groups require specific views of the system.

Examining Figure 1 again, however, the Interface
Design layer builds not only on the lefthand side stacked
layers, but also on the vertical layer Coping with Errors.
This is because we regard it important to first have set
up a stable system before thinking about how to present
that system to the user. In our opinion, it has first—in
the context of the criterion Coping with Errors—to be
decided, which actions to take to assure the best possible
error handling. Based on decisions, as where to display
which kind of confirmation or warning/error messages,
where to present default values, or where to even hide
parts of the interface, an appropriate interface design with
tailored dialogs can be created.

In addition to the four layers on the lefthand side, the
stack also consists of two criteria that do not built on just
exactly one of the other critera but are interrelated with sev-
eral ones:

• Coping with Errors

• Help and Doc

In the overview in Figure1, those two criteria are depicted
as vertical layers, interconnected with several other layers
of the stack. In the following, they are described in more
detail.
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Layer 5—Coping with Errors
To begin with Coping with Errors, we already pointed out
above why this layer constitutes an additional foundation
for the fourth stacked layer, interface design. Thus it re-
mains to explain in what ways Coping with Errors is de-
pendent or interconnected with the three remaining layers
on the left. To begin with the first layer, it is coupled with
the fifth criterion as the system model should be designed in
a way that it is easily comprehensible by the users and thus
reduces potential errors; this also includes the way, how
tasks should be broken down (if necessary) and structured.
Next, there exists a connection to the second stacked layer,
as an important aspect of usable systems is to clearly com-
municate occuring problems and suggest solutions in the
case of errors. Also the demand for suggesting/highlighting
the next appropriate actions relates to Coping with Errors,
as the appropriate implementation also can contribute to
error prevention. The third stacked layer finally relates to
Coping with Errors with respect to the decisions which ac-
tions to constrain and to what extent, to prevent severe sys-
tem errors.

Layer 6—Help & Doc
Help and Documentation finally is a criterion, that in
one way or another is related to all of the previously
described criteria; thus it is depicted as a vertical layer
connected with all other layers on the left. To begin with
the system model, yet also the user interface, those should
be introduced and explained in some form of documen-
tation; thereby the system’s general mode of operation
(defined by the system image, first layer) as well as how
to conduct specific tasks by pointing out which parts of
the interface make available the necessary actions and
options (defined by the final interface design, fourth layer)
should be explained. Also, easily accessible help—say, in
form of a context sensitive help system, or automatically
suggesting appropriate actions or problem solutions—can
enhance the self-descriptiveness of a system. With regards
to the third stacked layer, user orientation, as well as to the
criterion coping with errors, a help system documenting
existing constraints within the system is valuable in case
a user starts wondering why certain actions or options are
not always available. Also, help & documentation ideally
enable users to solve tasks or even errors on their own,
thereby providing them a great sense of mastery of the
system.

The final layer, Usable Knowledge-Based Systems,
building on all the other ones, finally depicts the belief that
usable knowledge-based systems can be the outcome of
designing—or evaluating and adapting—systems accord-
ing the Usability Stack.

4 Applying the Usability Stack to the
Semantic Wiki KnowWE

This section presents the results of exemplarily applying
the stack-model to one of the knowledge-based systems
recently developed by the Department of Artificial Intel-
ligence and Applied Informatics, University of Würzburg.
For this purpose we chose KnowWE, a wiki-based system
for collaborative knowledge engineering and knowledge-
based consultation (Baumeister et al. [3]). Figure 5
shows the car diagnosis knowledge-base—supporting users
in detecting car-related malfunctions—as represented in
KnowWE.

4.1 System Image
The system image, provided by KnowWE, is the standard
wiki model. Wiki systems are widely spread today and
thus their general mode of operation should be known to
most people using a computer regularly. This eases get-
ting started with KnowWE at least concerning the standard
tasks for potential users of the system, as such tasks—for
example, creating a wiki-page—basically conform to the
standard wiki way. The use of the built-in consultation fea-
tures as, for example, the embedded dialog or the inplace-
answer lists, are quite intuitive: in the case of the dialog,
the user selects the appropriate answers by just clicking on
them (Figure 6, a), and in the case of the question sheet, a
click on the question category opens a small pop-up con-
taining the answer possibilities (Figure 6, b)—which again
can be selected by a click. Once a user starts answering
the questions, solutions are derived after each input and
displayed in the solutions panel (Figure 5, b). Yet to take
advantage of KnowWE’s data acquisition features, the par-
ticular knowledge markup has to be learned additionally.
As KnowWE aims at supporting different forms of knowl-
edge, the markup language has already grown quite com-
plex, and thus probably poses some problems for novice
users, or such users that cannot use the system regularly.
Some experiments with KnowWE demonstrated that the
knowledge-markup, although it is quite easily learnable,
still leaves room for potential mistakes.

4.2 Self-Descriptiveness
The second criterion, self-descriptiveness, could so far
achieved in parts. First, mostly appropriate feedback con-
cerning the system status is communicated. When using
KnowWE for knowledge acquisition—entering and modi-
fying knowledge in a wiki article (Figure 5, a)—the results
are immediately visible either when the article is saved or
via a preview-feature (Figure 5, d). Concerning the use
of KnowWE as consultation system, the recently derived
solutions (Figure 5, b) are displayed and updated immedi-
ately, according to the latest user input; thus, also interme-
diate results are accessible. Yet, self-descriptiveness of the
system as a whole has to be further improved—basically,
the offered feedback is adequate for users that know how
to achieve certain goals. Regarding novice users, though,
more feedback to get them started—for example, suggest-
ing first actions, or better highlighting the general tasks
that can be accomplished—should be provided. Concern-
ing potential errors, in some critical cases warnings are
provided—one example is, that a user has to confirm a
warning before saving an article, if that page is at the same
time being edited by another user. Additional future im-
provements of self-descriptiveness could be achieved by vi-
sualizing the navigation or an overview of the system and
its linkages to further enhance the understandability of the
system as a whole and thus its usability.

4.3 User Orientation
User orientation is a two-sided issue within KnowWE.
On the one hand, the chosen model of a wiki provides
for a reasonable user control—the user can decide in per-
son whether to use existing knowledge by just browsing
through the pages (consultation), or when and to what ex-
tent to enter or modify knowledge (knowledge acquisition).
Those two main tasks can also be cancelled at any time
(”emergency exits“). To improve this criterion even more,
pause and resume actions regarding the data acquisition
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Figure 4: BIOLOG Wiki (a Collaboration System for Researchers on Biological Diversity)—Based on KnowWE

task should be considered; this would enable a user not
only to completely cancel data entry, but also to resume
it from exactly the point he left before and thus not hav-
ing to start from the beginning. Undo and redo options
are currently realized through a version control mechanism
that enables users to restore a previous version of the entire
page. Using undo while editing a page, though, is not yet
implemented so the user has to remember his last edits to
be able to undo them manually; once having left the editing
mode of a page, undoing the last edits is also not yet pos-
sible; still such undo features would be preferable to ease
retracting minor mistakes.

The second main aspect of user orientation, however—
tailoring the system to particular user groups—is not yet
implemented in the basic KnowWE system. The system
has so far been designed on a more general level with the
goal to be applicable in several contexts and for differ-
ent user groups. With certain effort, however, it is pos-
sible to achieve tailoring to some extent, as the example
of the BIOLOG-wiki (see Figure 4)—that is built based on
KnowWE—shows. Yet, some tailoring options—for exam-
ple several kinds of consultation dialogs, or different editor
styles—should be included in the basic system as well to
enhance user orientation already there, and further ease fu-
ture tailoring to distinct user groups.

4.4 Interface Design
Interface Design is one aspect of KnowWE that defi-
nitely has more attention to be paid to in the future. Al-
though a quite consistent color scheme and appropriate
fonts have been applied, the overall aesthetical presenta-
tion of KnowWE still needs improvement. Moreover, some
parts of the interface should be enhanced with regards to a
minimalistic design. The upper right part of the wiki is
such an example—in the case that the history of already
visited wiki sites contains various objects, the popup of the
search-input field partly overlaps the site history and thus
contributes to a quite cluttered impression of this part of
the interface (Figure 5, c). Another example is the pre-
sentation of the actions and options while editing a wiki

page; here, the user is offered the whole palette of edit-
ing options and additional features all at once and in too
many different ways (buttons, checkboxes, tabbed panes).
Another issue with the design of KnowWE is consistency.
First, sometimes actions and options are not yet displayed
in a consistent way. As Figure 6 depicts, the answer pop-
up for question fitness contains an answer-unknown op-
tion (represented by -?-)—within the dialog, this option is
not given, though. Moreover, as KnowWE is a browser-
based application, its appearance could slightly differ from
one operating system to anothe, as as well within differ-
ent browsers. This has to be taken special care of in the
future, when further refining the interface. Implemented
quite well already, however, is the highlighting of important
information—recently derived solutions—in KnowWE by
displaying them in a distinct labeled box underneath the
navigation menu (Figure 5, c).

4.5 Coping with errors
KnowWE in parts already provides for an anticipation of
errors in presenting warnings in the case of critical actions.
As already mentioned, if a user tries to save a page that is
being edited by a second user at the same time, a warning is
displayed to avoid the potentially occuring problems (data
loss for the other user, or system problems due to saving
the same page at the same time). Yet the user still remains
in control—that is, if the user wants to, page saving can
be continued after confirming the warning. For improving
data safety in general, some kind of sophisticated automatic
saving mechanism that takes into account the recent edits
of both users could be considered. Another aspect imple-
mented regarding error prevention is an auto-completion
mechanism when entering knowledge into the wiki. In the
case that, regardless of the auto-completion suggestions,
some input has been entered inaccurately, an automatic dis-
play of suggestions for the correct input format, or at least
an informing message, could be additionally valuable. If an
error occurs, at least there exists the possibility of restoring
the latest, successfully stored version of the page via the
provided version control.
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Figure 6: Consultation Features of KnowWE
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4.6 Help and Documentation
KnowWE already provides some exemplary documenta-
tion; there exists an introductory page that explains how to
use the specific kinds of knowledge markup with the help
of actual examples. Yet, this existing documentation should
be further extended. Potential examples are step-by-step
listings of default tasks or of an introductory tutorial, to get
the users started initially, or a searchable index of help and
documentation topics that also contains links to the actual
support sites.

5 Conclusion
In this paper we discussed the need for a more tailored set
of usability criteria regarding the design and evaluation of
knowledge-based systems. We proposed a novel model—
the Usability Stack for knowledge-based systems—for
summarizing and classifying usability criteria that are rele-
vant in the context of knowledge-based systems.

Some preliminary results concerning the usability eval-
uation of knowledge-based systems could be gained from
analyzing several distinct systems according to a set of us-
ability criteria extracted from known, usability-related lit-
erature (described in [6]). This mainly showed the need
of creating a new model of tailored usability criteria for
knowledge-based systems. Based on those experiences,
we reassembled relevant criteria and worked out the model
of the Usability Stack. Applying the Usability Stack to a
recently developed knowledge-system, KnowWE, showed
the general applicability of the model. Yet it also revealed
the need to refine and distinguish aspects of the model with
respect to the two main differing use cases of knowledge-
based systems, knowledge engineering and consultation.
Concerning the particular inspected system, KnowWE, it
turned out that some aspects of the usability criteria have
been implemented intuitively in the past. Yet, many other
aspects that still offer room for improvement could be iden-
tified. Thus future work will include the improvement of
the KnowWE system by means of the insights gained from
this first examination. Thereby, all of the developed criteria
will have to be reconsidered; yet special emphasis will be
put on self-descriptiveness, user orientation, and interface
design, as those have the most deficiencies so far.

Mainly, however, the model will be applied for the eval-
uation and redesign of other knowledge-based systems;
through an ongoing process of applying and refining the
model—thereby working out characteristics of the two
main use cases knowledge engineering and consultation—
we hope to further improve the model, resulting in a de-
tailed catalog of usability criteria and a related process
model of their application. Also we hope to gain insights,
whether the model should rather be kept generally aplica-
ble for different classes of knowledge-based systems with
respect to the underlying inference methods, or whether a
distinction should be made for those cases.

Finally, we also intent to develop and offer some tool to
support and ease the application of the stack-model. Such
a tool should provide the elaborated criteria in an easy-to-
adapt and easy-to-reuse electronic version—for example,
in the form of an electronic checklist. Further it would be
interesting to provide such a tool with the ability to pre-
liminarily assess and evaluate a knowledge-based system’s
level of usability, and provide hints to system developers as
to which parts of the system require the most refinements
with regards to an overall usability enhancement.
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Abstract
The engineering of diagnostic process knowl-
edge is a complex and time-consuming task.
Diagnostic flows intuitively represent diagnostic
problem-solving knowledge by using the work-
flow metaphor, and they can be interpreted as an
generalization of decision trees. In this position
paper, we propose a graph-based language for the
definition of diagnostic flows and informally de-
scribe the basic elements of the language. Due to
the modularity of diagnostic flows the collabora-
tive acquisition of the knowledge becomes pos-
sible. In the past, Semantic Wikis showed their
suitability for the collaborative development of
knowledge bases. We introduce a prototypical
flow editor, that was implemented as a plugin of
the Semantic Wiki KnowWE.

1 Introduction
In general, knowledge can be classified into declarative and
procedural knowledge. While the declarative part of the
knowledge encompasses the facts and their relationships,
the procedural one reflects the knowledge about how to per-
form some task, i.e. deciding which action to take next. In
diagnostics the declarative knowledge particularly consists
of findings, diagnoses and sometimes also therapies and
their interrelation. The procedural knowledge for diagno-
sis in a given domain is responsible for the decision which
examination to perform next (e.g. in patient care: asking a
question or carrying out a test). Each of these steps has a
cost and a benefit associated with it. The costs reflect mon-
etary and/or non-monetary costs like the time necessary for
conducting the step or the risk it bears. The benefit of a
step depends on its utility on establishing or excluding cur-
rently considered diagnoses. Therefore the choice of the
appropriate sequence of actions is mandatory for efficient
diagnosis.

The sequence of actions to take can usually not be col-
lected in the same formalism as the declarative knowledge,
but is encoded at a lower level e.g. by numeric priorities
reflecting the cost/benefit of a certain step. This breach
in formalisms may result in a poor understandability and
maintainability of the resulting knowledge base. Further-
more, simple linear functions may not be sufficient, if the
right sequence of actions heavily depends on the outcome
of previous tests.

To overcome these deficiencies, this paper proposes the
formalization of diagnostic knowledge using the flowchart-
based language DiaFlux. The resulting flows are an ef-

fective and intuitive knowledge representation to model di-
agnostic problem-solving. By combining well-known el-
ements from flowcharts (i.e. nodes and transitions) with
the tasks that are carried out during diagnostic problem-
solving, it allows for a uniform and intuitive acquisition of
declarative and procedural knowledge. As usually defined
in flowcharts, the nodes represent steps, that have to be exe-
cuted, and the transitions connecting those nodes the order
of the execution. The transitions between nodes can be la-
belled with a condition. DiaFlux is intended for modelling
diagnostic problem-solving, therefore the nodes are actions
like performing a test or evaluating a diagnosis. The condi-
tions attached to transitions are, e.g., the value of an already
answered question or the evaluation of a diagnosis. Proce-
dural knowledge necessary for problem solving in a given
domain, that is formalized into a flowchart, is intuitively
understandable and more easily maintainable. Besides the
already mentioned goals, the following ones were pursued
during the design of DiaFlux (inspired by [8]):

1. Modularity: To alleviate the reuse of parts of formal-
ized knowledge, DiaFlux supports composed nodes,
i.e. nodes that represent flowcharts themselves. The
modularization also helps to improve the scalability
of defined models.

2. Repetitive execution of subtasks: Online monitoring
applications involve the continuous control of sensory
data to diagnose fault situations and initiate correc-
tive action. For this, particular actions need to be per-
formed in an iterative manner.

3. Parallelism: Subtasks with no fixed order and de-
pendency can be allocated to additionally spawned
threads of control, and thus allow for their parallel
execution. Expressing parallelism is especially nec-
essary for mixed-initiative diagnosis of dynamic sys-
tems, in which human and machine initiated examina-
tions are carried out concurrently.

4. Representation of time: DiaFlux is especially aimed
at modelling knowledge for diagnosing dynamic pro-
cesses. An integral part of the language is therefore a
built-in representation of time and temporal reasoning.
However, we omit a further discussion of this issue in
the following of the paper.

5. Testability: The evaluation of a knowledge base (as it
is for every software component) is an essential step
prior to being put into productive use. We provide ba-
sic functionality for testing and analysing diagnostic
flows.

The next section describes DiaFlux in general and shows
how the above mentioned goals are fulfilled by it.
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Figure 1: The diagnostic flow for a non-starting car, opened in the web-based editor of KnowWE

2 Modelling Diagnostic Flows with DiaFlux
The underlying formalism of DiaFlux being flowcharts,
nodes and transitions possess the usual meaning. Nodes
represent actions that have to be performed. Transitions
control the possible sequences of actions, guided by the
conditions that are associated with them. So, the proce-
dural knowledge of “how” to conduct the overall task is
mapped onto the transitions. Every node can have an arbi-
trary number of incoming and outgoing transitions.

Different node types are defined in DiaFlux, each repre-
senting a different type of action to take, when the node is
activated during execution of the flowchart. Apart from dif-
ferent node types, there is only a single type of transition.
However, various types of conditions can be modelled, de-
pending on the type of node the transition starts at. As a
diagnostic process is guided by the results of performed
tests and the states of diagnoses, transitions are labelled
with conditions that evaluate the status. The following node
types are part of DiaFlux:

• Start node: A flowchart must have at least one start-
ing node. More than one starting node per flowchart
is supported for embedding different initial question-
aires into a single diagnostic flow. As this con-
struct might also be resembled by decomposing the
flowchart and calling the resulting flowcharts in an
appropriate way (as described in subsection 2.1), it
does not enrich the expressivity of the language, but
rather helps to avoid scattering knowledge belonging
to a single scenario over several flowcharts and thus
enhances the readability.

• End node: Each possible passage through the
flowchart has to be terminatd by an end node. Differ-
ent end nodes can be used to represent different out-
comes of the process.

• Test node: Aimed at modelling diagnostic problem

solving the main types of nodes in DiaFlux are directly
derived from the kind of tasks, that have to be carried
out during diagnostics, namely performing tests and
evaluating diagnoses. A test node represents a sin-
gle test, that is performed during runtime, when the
according node is activated. This may trigger a ques-
tionnaire the user has to answer or information to be
collected by sensors.

• Diagnosis node: The other main type is the diagnosis
node. It allows altering the state of a diagnosis based
on the observed symptoms.

• Composed node: A flowchart can reuse another
flowchart by embedding it as a composed node. This
results to a call to the embedded flowchart at runtime.
Due to the possibility of multiple starting nodes, one
starting node has to be explicitly selected for activa-
tion.

• Fork node: For expressing parallelism an explicit fork
node allows spawning multiple concurrently running
threads of control, called flows. These flows can later
either be merged back at a join node or individually be
terminated at an end thread node.

• Join node: For merging different flows back into a
subsequent action, a join-node synchronizes the in-
coming flows and activates the subsequent action after
all previously forked flows have reached it.

• End thread node: After spawning multiple flows each
one can individually be terminated, if there is no com-
mon subsequent action to take by these flows later on.
Terminating a single flow continues the execution of
all other concurrently running flows.

• Comment node: For documentation purposes com-
ment nodes can be inserted at arbitrary positions in
the flowchart. These are ignored during execution.
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• Waiting node: Diagnosing dynamic processes may in-
volve a lapse of time, e.g. waiting for effects of cur-
rative action. For this reason, explicit waiting nodes
can be inserted into the flowchart, that delay the exe-
cution of the subsequent actions. Having entered such
a node, the execution is resumed after the defined pe-
riod of time.
• Loop node: Using a loop node a fixed number of rep-

etitions of a sequence of actions can be expressed.
In the following, we describe how the goals enumerated

in Section 1 are fulfilled:

2.1 Modularity
The possibility to create modules of reusable knowledge
is a prerequisite for the development of knowledge bases,
that offer good maintanability. In a flowchart this prop-
erty can be achieved in a natural way by the use of com-
posed nodes. A composed node is a flowchart itself, that
is processed when the according node is activated during
runtime. As every flowchart can have multiple starting
nodes, the call must contain the desired starting node of
the called flowchart. After reaching an end node the exe-
cution is pointed back to the calling flowchart, evaluating
the outgoing transitions of the node that triggered the call
to determine the following action.

2.2 Repetitive execution
Monitoring most usually involves the repeated conduction
of tests to measure the change of the diagnosed system over
time. Besides cycles with fixed numbers of repetitions ex-
pressed by a loop node, repetitive execution of parts of a
flowchart is supported by arbitrary cycles between nodes
within a flowchart. By arbitrary cycles even unstructured
loops with more than one entry and exit point can be mod-
elled. For formulating loop conditions the full expressive-
ness of the underlying knowledge representation can be
used.

2.3 Parallelism
For mixed-initiative monitoring and diagnosis in semi-
closed loop systems parallel threads of execution are neces-
sary. So, automatically conducted tests, as collecting sen-
sory data, and user initiated ones can be carried out in par-
allel. For example, the sensory input can indicate a ques-
tionnaire that has to be answered by the user. Nevertheless,
the diagnostic system has to be able to continue measur-
ing sensory data and to trigger further actions concurrently
(e.g. indicating another questionnaire or initiating correc-
tive actions).

2.4 Representation of time
When diagnosing dynamic processes the underlying symp-
toms may change over time and hence also during the diag-
nosis itself. Tracking the trajectory of symptoms over time
necessitates an explicit representation of time. This enables
reasoning not only about the current values of symptoms
but also about their progression. Having data temporally
indexed allows furthermore for temporal abstractions for
reasoning on a higher level.

2.5 Testability
Supporting the user during knowledge acquisition is an es-
sential task, as the formalization of knowledge is an com-
plex and error-prone task. DiaFlux, therefore, can ensure
that certain properties hold for flowcharts, e.g. check for

the disjointness and completeness of the conditions on out-
going transitions of every node. A more detailed discussion
of this task is omitted for the rest of the paper.

2.6 Related Work
In [4] the use of production rules and event-graphs are pro-
posed to represent declarative and procedural knowledge,
respectively. Event-graphs, being bipartite graphs consist-
ing of places and events together with a marking concept,
strongly resemble Petri-Nets. When an event is activated
it triggers the action that is associated with it. The knowl-
edge base consists of two distinct databases that keep the
production rules and the actions of the event-graphs sep-
arate. Thus, knowledge has to be duplicated if it is to be
contained in both databases, reducing the overall maintain-
ability. Production rules and event-graphs can interact both
ways. The actions can modify the content of the rules’
database and production rules may alter the markings of
event-graphs.

Asbru [5] is a machine-readable language to represent
time-oriented skeletal plans for reuse of procedural knowl-
edge. They capture the essence of a procedure and are then,
when applied, instantiated with distinct parameters and dy-
namically refined over time. The skeletal plans are to be
executed by a human agent other than the original plan de-
signer. For proper selection of plans, every plan specifies
an intention it seeks to fulfill. Asbru is mainly used in the
medical domain to implement clinical protocols, a more de-
tailed version of clinical guidelines. Its focus lies more in
the selection of therapy plans by their intentions, but less in
the diagnostics of the underlying problem.

An approach for the collaborative development of clini-
cal protocols in wikis can be found in [3]. Using predefined
templates for the most frequent building blocks of Asbru,
medical guidelines can easily be entered and exported.

3 Implementation
The language DiaFlux introduced in the previous sec-
tion has prototypically been implemented into the seman-
tic wiki KnowWE [1]. By its flexible plugin mecha-
nism KnowWE [7] can be extended to allow the cre-
ation of knowledge bases within a wiki using the knowl-
edge representation of the knowledge-based system d3web.
This approach for the collaborative development of knowl-
egde bases has shown its feasibility in several projects
[6]. We intend to enable the collaborative development of
flowcharts using DiaFlux. Hence we created a web-based
flowchart editor, that is integrated into KnowWE via the
beforementioned plugin mechanism.

Using the d3web-plugin for KnowWE every wiki arti-
cle can contain a knowledge base declaring questions, di-
agnoses and rules. The DiaFlux-editor relies on knowledge
elements that are readily available inside the wiki. For their
simple reuse in a flowchart, the wiki is scanned for appro-
priate elements. These are then made available in a side-bar
and can be dragged directly into the flowchart. Depending
on the type of the node, different conditions can be formu-
lated on the outgoing transitions.

At the moment the following node types for knowledge
elements are supported:

• Test: When a test node is activated, the corresponding
question is presented to the user. During execution,
the process is not progressing until an answer for this
question has been entered. In the conditions on outgo-
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Figure 2: Subtask for diagnosing an empty battery, embedded into a wiki article with additional information

ing nodes the possible answers to that question can be
evaluated.

• Diagnosis: Inside a diagnosis node the status of a par-
ticular diagnosis can be modified. Processing a diag-
nosis node is instantly finished since no user interac-
tion is necessary. As conditions the possible evalua-
tions of a diagnosis by the user (solved, not solved)
can be set. Depending on the user’s agreement upon
the diagnosis of the system, the process may end or
continue.

• Flowchart: As mentioned earlier, already defined
flowcharts can be reused as composed nodes within
another flowchart. Since flowcharts can have more
than one starting node, the call must contain the name
of the desired starting node. The end node through
which the called flowchart has been left can be con-

sidered as a return value and be used in the conditions
of the transitions.

Figure 1 shows a flowchart in the web-based editor. It is
implemented using Ajax and can therefore be used with ev-
ery modern web-browser. The resulting flowchart is XML-
encoded and embedded within a wiki article, enabling col-
laborative development.

4 Example: Car Diagnosis with DiaFlux
This section shows a small toy example for the diagnosis
of a car, that does not properly start. It was modelled in
DiaFlux. Though it does not exemplify all features of Di-
aFlux (e.g. no parallelism) it is fairly sufficient to present
its main ideas.

First, the according declarative knowledge (tests and di-
agnoses, supplemented by additional informal information)
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has been entered into various knowledge bases inside the
wiki articles using textual markups to define the basic ter-
minology for car diagnosis [2]. The procedural diagnos-
tic knowledge was then entered using the web-based editor
of DiaFlux. Figure 1 shows the resulting diagnostic flow
that mainly resembles a decision tree. It has a single start-
ing node leading to the initial test node “Starter cranks?”.
At activation, the user is questioned if the car’s starter is
cranking. Since this is a yes/no-question, there are two out-
going transitions on this question node, each one labelled
with one possible answer. If it is cranking, the starter is
most likely working and the next question would be “En-
gine fires?”, for which the user has to conduct further tests.

Assuming the starter is neither cranking nor spinning
the composed node “Battery check” is reached, activating
the starting node “Start” of the underlying diagnostic flow
(shown in Figure 2). This subtask is a module for a bat-
tery testing procedure that is reused twice in the diagnostic
flow. Its initial question “Battery voltage?” is a numerical
question. Hence the outgoing transitions test for different
possible voltage ranges. In this example the ranges are dis-
joint and complete, otherwise a warning would have been
generated to inform the modeller. The first case tests if the
voltage is below 11.9V. If it is, the battery is exhaustively
discharged and considered broken. Therefore the solution
“Battery damaged” is established, terminating the diagnos-
tic process. If the battery’s voltage lies in the range be-
tween [11.9V, 12.5V[ it is probably too low for activating
the starter, but can be recharged. The user is instructed to
do so and wait for 12 hours. After this period has passed,
the execution of the diagnostic flow is resumed, asking for
the actual battery voltage. If the battery’s maximum volt-
age is below 12.5V (considered as the minimum voltage
for successfully starting a car), again the solution “Battery
damaged” is established. For higher voltages, the user has
to try starting the car. Depending on the outcome of this
test, different end nodes are reached, closing the flow “Bat-
tery Check”. After returning to the execution of the calling
diagnostic flow, the conditions of the outgoing transitions
of the composed node are checked. These test which of the
exit nodes of the flow “Battery Check” has been taken. In
case the car does not start, but its battery is working (end
node “Battery ok”), a corresponding cyclic transition exists
for returning to the inital test “Starter cranks?”, restarting
the diagnostic flow, which then will most likely lead to a
solution other than “Empty Battery”. In case the car starts
(end node “Done”), the end node “Diagnosis finished” is
activated, which terminates the entire diagnostic process.
At higher battery voltages the reason for a non-starting car
can be the battery terminals, that have to be tested next.
If those are clean the solution “Damaged starter” is estab-
lished, otherwise another module is called containing in-
structions of how to clean the terminals.

5 Conclusion
The development of (diagnostic) knowledge systems is a
complex and time-consuming task. Usually, successful
knowledge bases follow an optimized cost-benefit ratio,
that take into account the costs of certain test steps in com-
parison to their benefit for the overall diagnostic process.
Diagnostic flows is an intuitive language, that effectively
combine considerations on the cost and the benefit of diag-
nostic processes. In this paper, we introduced the compact
language DiaFlux, that can be used for the development of
diagnostic flows. DiaFlux provides elementary node types

for the modular, the parallel, and the time-oriented defini-
tion of diagnostic process knowledge. Besides a brief intro-
duction into the language, we showed an implementation of
DiaFlux within the semantic wiki KnowWE: Here, a plugin
allows for the visual definition of flows in the wiki article.
The use of a semantic wiki also opens the possibility to de-
velop diagnostic flows in a collaborative manner. Also, the
diagnostic process knowledge can be combined with tacit
knowledge such as text and multimedia, that is also present
in the wiki articles. The basic ideas of the language were
demonstrated by a toy example taken from the car diagno-
sis domain. However, the language aims to be the basis
for the collaborative development of a medical knowledge
system in a running application project.

In the future, we consider the formulation of a frame-
work of evaluation methods for the automated verification
and validation of developed models. Further, it will be-
come necessary to define appropriate refactoring methods,
that support the evolution of the knowledge base. The im-
pact of evaluation and evolution methods heavily depends
on experiences, that we are going to make with real-world
examples. Thus, we are currently planning to apply the in-
troduced language to an extended protocol taken from the
medical ICU domain.

References
[1] Joachim Baumeister and Frank Puppe. Web-based

Knowledge Engineering using Knowledge Wikis. In
Proceedings of Symbiotic Relationships between Se-
mantic Web and Knowledge Engineering (AAAI 2008
Spring Symposium), 2008.

[2] Joachim Baumeister, Jochen Reutelshoefer, and Frank
Puppe. Markups for knowledge wikis. In SAAKM’07:
Proceedings of the Semantic Authoring, Annota-
tion and Knowledge Markup Workshop, pages 7–14,
Whistler, Canada, 2007.

[3] Claudio Eccher, Marco Rospocher, Andreas Seyfang,
Antonella Ferro, and Silvia Miksch. Modeling clini-
cal protocols using Semantic MediaWiki: the case of
the Oncocure project. In ECAI 2008 Workshop on
the Knowledge Management for Healthcare Processes
(K4HelP), pages 20–24. University of Patras, 2008.

[4] Massimo Gallanti, Giovanni Guida, Luca Spampinato,
and Alberto Stefanini. Representing procedural knowl-
edge in expert systems: An application to process con-
trol. In IJCAI, pages 345–352, 1985.

[5] Silvia Miksch, Yuval Shahar, and Peter Johnson.
Asbru: A task-specific, intention-based, and time-
oriented language for representing skeletal plans. In
UK, Open University, pages 9–1, 1997.

[6] Karin Nadrowski, Joachim Baumeister, and Volk-
mar Wolters. LaDy: Knowledge Wiki zur kollab-
orativen und wissensbasierten Entscheidungshilfe zu
Umweltveränderung und Biodiversität. Naturschutz
und Biologische Vielfalt, 60:171–176, 2008.

[7] Jochen Reutelshoefer, Florian Lemmerich, Fabian
Haupt, and Joachim Baumeister. An extensible seman-
tic wiki architecture. In SemWiki’09: Fourth Workshop
on Semantic Wikis – The Semantic Wiki Web, 2009.

[8] B. Kiepuszewski W.M.P. van der Aalst, A.H.M.
ter Hofstede and A.P. Barros. Workflow patterns. Tech-
nical report FIT-TR-2002-02, Queensland University
of Technology, Brisbane, 2002.

FGWM

14



Extraction of Adaptation Knowledge from Internet Communities∗

Norman Ihle, Alexandre Hanft and Klaus-Dieter Althoff

University of Hildesheim
Institute of Computer Science

Intelligent Information Systems Lab
D-31141, Hildesheim, Germany

{ihle|hanft|althoff}@iis.uni-hildesheim.de

Abstract
1 Acquiring knowledge for adaptation in CBR is
an demanding task. This paper describes an ap-
proach to make user experiences from an Inter-
net community available for the adaptation. We
worked in the cooking domain, where a huge
number of Internet users share recipes, opinions
on them and experiences with them. Because this
is often expressed in informal language, in our
approach we did not semantically analyze those
posts, but used our already existing knowledge
model to find relevant information. We classified
the comments to make the extracted and classi-
fied items usable as adaptation knowledge. The
first results seem promising.

1 Introduction
Adaptation is a central part of the case-based reasoning pro-
cess model [Kolodner, 1993]. A good adaptation is of very
high importance if the case base is restricted to a small
number of cases or if the variation of the problems to be
solved is very high. Adaptation has not been the most
current topic in recent years of CBR research [Greene et
al., 2008], but in the last year the research effort increased
again [Cojan and Lieber, 2008; Cordier et al., 2008; Leake
and Dial, 2008]. Often adaptation means justifying values
in a bounded range [Cojan and Lieber, 2008] and is done
via rules created and maintained by a domain knowledge
or system developer [Leake et al., 1995].

Knowledge acquisition for adaptation (Adaptation
Knowledge acquisition: AKA) is a cost intensive task since
it is highly domain dependent and the hard-to-get ex-
perts are needed for acquiring and maintaining the neces-
sary knowledge. To solve this problem, research on au-
tomated adaptation knowledge acquisition has been done,
but mainly focused on automated AKA from cases in the
case base [Wilke et al., 1996; Hanney and Keane, 1997;
d’Aquin et al., 2007].

Besides the case base, the Internet and the Web 2.0
with its user-generated content are a large source of any
kind of knowledge and experience. Following the Web 2.0
paradigm of user-interaction people provide their experi-
ence, opinions and advice on any kind of topic. Although
the people are not necessarily experts in the domain, the
hope is that the mass of users will correct mistakes as prac-
ticed for example in the Wikipedia project.

1This is an extended version of a paper which was accepted
at the Workshop ”WebCBR: Reasoning from Experiences on the
Web” at ICCBR’09

In this paper we present an approach to make knowl-
edge from Internet communities accessible as adaptation
knowledge using the domain model that usually exists in
structured CBR applications [Bergmann, 2002]. In the first
part of the paper the adaptation background inside CBR is
introduced before we describe the domain and the exist-
ing application we worked with in our approach. After a
short introduction of the tool we used, we will explain the
approach in detail before we close with results of the eval-
uation, related work and an outlook.

2 The Cooking Domain
For most people cooking is ”everyday” knowledge. Al-
most everybody has encountered the problem of preparing
a meal with a restricted amount of ingredients. This ex-
plains why a huge number of people are willing to share
their recipes as well as their experience with the preparation
of these recipes. Cooking communities on the Internet of-
fer a platform for this. They provide the possibility to share
recipes and also the chance to review and comment them.
Usually they also offer additional information like cooking
hints, background information on groceries or preparation
methods. Besides the fact of the existence of active cook-
ing communities, we chose the cooking domain for the in-
vestigation on adaptation knowledge because it has some
advantages compared to other areas of interest discussed
in communities like computer problems for example. First
of all, it is relatively easy to describe the (near) complete
context of preparing a meal. Hence, it is possible to recon-
struct the experience of others by preparing the meal and
trying the adaptation suggestions oneself. The context can
be described according to the following characteristics:

1. all ingredients can be listed with exact amount and
quality

2. ingredients can be obtained in standardized quantities
and in comparable quality

3. kitchen machines and tools are available in a standard-
ized manner

4. (in case of a failure) the preparation of a meal can start
all over again every time from the same initial situa-
tion (except that we have more experience in cooking
after each failure).

The latter one is not given in many other domains, for ex-
ample setting up a computer costs much time and a cer-
tain installation situation cannot always be restored. Addi-
tionally, cooking and the adaptation of recipes is (some ba-
sic understanding presumed) relatively uncritical. In con-
trast to medical applications it does not endanger human
health, except for some rare meals like fugu (pufferfish).
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The costs of a failure are low. It is mostly covered by the
price of the ingredients plus the preparation time. Cooking
is also an appropriate application domain for adaptation,
because cooking mastery depends on the variation and cre-
ativity, not only on following strictly preparation advices
for a meal [This-Benckhard, 2001].

3 CookIIS and Adaptation in CookIIS
CookIIS [Hanft et al., 2008] is a CBR-based recipe search
engine that competes in the Computer Cooking Contest
(CCC). When the user provides possible ingredients, it
searches for suitable recipes in a case base. Doing that it
considers ingredients the user does not want or cannot use
because of a certain diet. If recipes with unwanted ingre-
dients are retrieved, CookIIS offers adaptation suggestions
to replace these ingredients. According to the CCC the set
of recipes is restricted. Besides the retrieval and adaptation
of recipes CookIIS also offers recipes for a complete three
course menu from the given ingredients (and maybe some
additional ones).

CookIIS is using a very detailed domain model which
is described in [Hanft et al., 2008]. It was created us-
ing the empolis:Information Access Suite (e:IAS) [empo-
lis GmbH, 2008], which offers a knowledge modeling tool
called Creator and with the Knowledge Server a component
to build client-server based applications. It also provides a
rule engine for the completion of cases and queries and for
the adaptation of cases after the retrieval. Some more tech-
nical details are described in [Hanft et al., 2009a].

3.1 Adaptation with the empolis:Information
Access Suite

As stated above, the e:IAS offers the possibility to use com-
pletion rules which are executed before building the case
index or before the retrieval to extend cases or queries with
meta-information and adaptation rules, which are executed
after the retrieval, to modify retrieved cases. The Creator
offers a rule editor to model completion and adaptation
rules with an own syntax. The rules follow the classic IF
... THEN ... schema. They have read and write access to
all modeled objects and their values, but only adaptation
rules have access to the retrieved cases since they are exe-
cuted after the retrieval. A large amount of predefined func-
tions help to manipulate single values. Both rule types use
the same e:IAS specific syntax, which after compilation is
stored in the format of the Orenge Rule Markup Language
(ORML), an XML-language.

3.2 Case Representation and Similarity for
Adaptation in CookIIS

The case representation is based on structured CBR. 11
classes of ingredients (e.g. Vegetables, Fruit, etc.) plus
some classes for additional information (e.g. Type of Meal,
Tools, etc.) are modeled, which represent about 2000 con-
cepts of the cooking domain. As an example both concepts
carrot and cucumber belong to the class Vegetable. The
aim of differentiating ingredient classes is that we want to
restrict the replacement of ingredients during adaptation to
the same class. A case consists of 11 attributes, one for
each possible ingredient class. Each attribute of ingredients
can have multiple values per recipe (sets). Most concepts
of the different classes are ordered in specific taxonomies.
These and some custom similarity measures are used to
compute the similarity between the query and the cases.

Thereby the different attributes have different weights cor-
responding to their importance for a meal. Additional
meta-information like the type of cuisine of a recipe is es-
tablished during the indexing process of the recipes and
also stored in the case.

The approach for adaptation that was first realized in
CookIIS is to replace forbidden ingredients (according to
a certain diet oder explicitly unwanted) with some simi-
lar ingredients of the same class. While executing a query
unwanted (forbidden) ingredients are collected in extra
attributes. Besides the explicit exclusion, four different
methods can be distinguished to handle dietary practices,
where more conditions have to be considered [Hanft et al.,
2009a]. One of those methods is the same approach as
above: ingredients that have to be avoided due to a diet
are replaced by similar ones.

Adaptation rules take these forbidden ingredients and
check if at least one of them is an ingredient used in the re-
trieved case (recipe). Then, making use of the taxonomies
and a similarity-aware set-function offered by the rule en-
gine, the most similar ingredients to the unwanted one are
retrieved and offered as replacement. The functions of the
rules are described in detail in [Hanft et al., 2009a]. If no
similar ingredient is found that can be used for following
the diet, then the suggestion is to just omit that ingredient.

Shortcomings of the Existing Adaptation Approach
Since the used adaptation approach makes use of the mod-
eled taxonomies the results are often inappropriate. The
method returns sibling concepts to the unwanted one as
well as parent and child concepts. Only the siblings are the
ones who are interesting for adaptation, but the others can-
not be avoided with the provided rule functions. Also the
number of siblings is often too high. For one unwanted in-
gredient one or two ingredients as an adaptation suggestion
would be preferable. A detailed analysis of the problems
with the adaptation and the ways to handle it with the e:IAS
Rule mechanism is described in [Hanft et al., 2009b].

4 CommunityCook: A System to Extract
Adaptation Knowledge from Cooking
Communities

In this chapter we will present our approach to extract-
ing adaptation knowledge from a German cooking commu-
nity. For this purpose we use our existing knowledge model
from the CookIIS application and the TextMiner provided
by e:IAS to extract ingredients from recipes and comments
on those recipes and classify them. One of the classes can
then be used as adaptation knowledge.

4.1 Idea behind the Approach
Our idea is to make knowledge from a cooking commu-
nity accessible for our CookIIS application to have bet-
ter adaptation suggestions in case a recipe contains an un-
wanted or forbidden ingredient. We were especially in-
terested in comments that people posted in reply to pro-
vided recipes. In these comments users express their opin-
ion on the recipe, before as well as after cooking it. They
write about their experience with the preparation process
and also tell what they changed while preparing the recipe.
Thereby they express their personal adaptation of the recipe
and frequently give reasons for this. Since this is written
down in natural language text, often using informal lan-
guage, we had the idea not to semantically analyze what
people said, but to just find the occurrences of ingredients
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in the comment texts and then compare them to the ingredi-
ents mentioned in the actual recipe. We propose to classify
them into three classes, depending on whether the ingredi-
ents mentioned in a comment appear in the recipe or not.
The classification idea is described in the following sec-
tions.

4.2 Analysis of Example Cooking Communities
In Germany, chefkoch.de2 is a well known cooking com-
munity with a large number of active users. So far, over
131’000 recipes have been provided by the users with an
even larger amount of comments on them. The users also
have the possibility to vote on the recipes, send them to
a friend per email or even add pictures of their prepara-
tion. Besides the recipes, chefkoch.de features an open
discussion board for all kinds of topics on cooking with
more than 7.8 million contributions. Their English partner
site cooksunited.co.uk3 is unfortunately much smaller with
only about 2200 recipes and 3500 posts.

But with allrecipes.com4 a big platform with a huge
amount of recipes and over 2.4 millions reviews is avail-
able in English. It has representable big localizations for
the United States, Canada, the United Kingdom, Germany,
France and others. Allrecipes.com explicitly provides vari-
ants of an existing recipe. Hence it also seems to be also
a good source candidate. Another large cooking German
community is kochbar.de5 with over 160’000 recipes. Be-
sides these large communities a number of smaller com-
munities exist in the Web with more or less similar content.
For our approach we decided to use a large German com-
munity since the recipes and the corresponding comments
are presented on one page with a standardized HTML-code
template, which makes it easier to crawl the site and extract
relevant information items.

4.3 Extraction of Information Items from a
Cooking Community

From a large German community we collected about
70’000 recipes with more than 280’000 comments by
crawling the site. This way we got one HTML source-code
page for each recipe with the corresponding comments.
From this source code we extracted the relevant informa-
tion entities using customized HTML-filters which we built
using the HTML Parser tool6. For the recipes these entities
were primarily the recipe title, needed ingredients and the
preparation instructions, but also some additional informa-
tion on the preparation of the recipe (e.g. estimated time
for the preparation, difficulty of the preparation, etc.) and
some usage statistics (e.g. a user rating, number of times
the recipe has been viewed, stored or printed, etc.). If users
commented on the recipe, we extracted the text of the com-
ment, checked if the comment was an answer to another
comment and if the comment has been marked as helpful
or not. We also remembered the recipe ID of the related
recipe. All this information we stored in a database to have
an efficient access to it.

In the next step we used the e:IAS and indexed all recipes
and all comments into two different case bases using a
slightly extended CookIIS knowledge model. One case
base consists of the recipes and one of the comments. For

2http://www.chefkoch.de, last visited 2009-04-22
3http://www.cooksunited.co.uk, last visited 2009-04-23
4http://allrecipes.com, last visited 2009-04-23
5http://www.kochbar.de, last visited 2009-05-22
6http://htmlparser.sourceforge.net, last visited 2009-04-18

each recipe and each comment we extracted the mentioned
ingredients and stored them in the case using our knowl-
edge model and the e:IAS TextMiner during the indexing
process. Since our knowledge model is bilingual (English
and German) we were also able to translate the originally
German ingredient names from the comment text into En-
glish terms during this process and this way had the same
terms in the case bases that we use in our CookIIS applica-
tion.

4.4 Classification of Ingredients
Having built up the two case bases we first retrieved a
recipe and then all of the comments belonging to the recipe
and compared the ingredients of the recipe with the ingre-
dients mentioned in the comments. We then classified the
ingredients mentioned in the comments into the following
three categories:
• New: ingredients that are mentioned in the comment,

but not mentioned in the recipe
• Old: ingredients that are mentioned in the comment

as well as in the recipe
• OldAndNew: two or more ingredients of one class of

our knowledge model, of which at least one was men-
tioned in the recipe and in the comment and at least
one other one was only mentioned in the comment,
but not in the recipe

We interpret the classification as follows:
• New: New ingredients are a variation of the recipe. A

new ingredient (for example a spice or an herb) some-
how changes the recipe in taste or is a tryout of some-
thing different or new.
• Old: If an ingredient of a recipe is mentioned in the

comment it means that this ingredient is especially
liked or disliked (for example the taste of it), that a
bigger or smaller amount of this ingredient has been
used (or even left out), or it is a question about this
ingredient.
• OldAndNew: This is either an adaptation (e.g. instead

of milk I took cream) or an explanation/specialization
(e.g. Gouda is a semi-firm cheese).

For the adaptation the last class is the interesting one.
For each ingredient classified as OldAndNew we also stored
whether it is the new or the old one. We tried to distinguish
between adaptation and specialization by looking for hints
in the original comment text and by using the taxonomies
of our knowledge model. Therefore we tried to find terms
in the comment during the text-mining process that confirm
if it is an adaptation (e.g. terms like: instead of, alternative,
replaced with, ...) and stored those terms in the correspond-
ing case. Additionally we looked in the taxonomy of the
ingredient class whether the one ingredient is a child of the
other (or the other way around). If an ingredient is a child
of the other we interpreted this as specialization or expla-
nation, because one ingredient is a more general concept
than the other. This way we could avoid adaptations like:
”instead of semi-firm cheese take Gouda”.

For the classes Old and New, which we consider as vari-
ations of the recipe, we also tried to find terms in the com-
ment that closer describe the function of the mentioned in-
gredient. For example, if an ingredient was classified as
Old, we looked for terms like ‘more’, ‘less’ or ‘left out’.
If the ingredient of the comment is of the supplement class
of our CookIIS knowledge model, and the recipe did not
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contain any supplement, then we took this as a suggestion
for a supplement (e.g. bread for a soup recipe).

For each classified ingredient we assigned a specific
score, which depends on the following factors:

• the number of ingredients found in the comment text

• whether the comment was marked as helpful or not

• whether a term was found that indicates the classifica-
tion assigned or not

• whether a term was found that indicates a different
classification or not

After assigning the score we aggregated our classifica-
tion results. We did this in two steps: First we aggregated
all classified ingredients of all comments belonging to one
recipe. Thereby we counted the number of the same clas-
sifications in different comments and added up the score of
the same classifications. For instance a specific recipe has
12 comments in which 3 of them mention milk and cream.

Then we aggregated all classifications without regard-
ing the recipe they belong to. In our dataset we found
comments with milk and cream belonging to 128 differ-
ent recipes. This way we could select the most common
classifications out of all classifications. Since we are us-
ing a CBR tool and have cases, we also checked if similar
recipes have the same ingredients with the same classifi-
cation mentioned in the comments. We did this for each
recipe first with a similarity of at least 0.9, then with a sim-
ilarity of 0.8. If many of the same classified ingredients
exist in similar recipes, this supports our results.

4.5 Usage as Adaptation Knowledge
OldAndNew-classified ingredients can be used to generate
adaptation suggestions. This can be done in two different
ways: independent from the recipe or with regard to the
recipe. Considering the fist way, we look in the database
table for the ingredient to adapt and use the result where
the ingredient that needs to be adapted is categorized as old
and appears in the most recipes or has the highest score.
It is possible to retrieve two or more adaptation sugges-
tions to be more manifold. Using this approach we got
more than 6200 different adaptation suggestions of which
we only used the most common (regarding the number of
appearances in the comments and the score) per ingredient.
Figure 1 shows some of these suggestions, e.g. in the first
line a suggestion to replace cream with milk which appears
in comments to 128 different recipes.

We integrated this approach into our CookIIS applica-
tion: at first we look for two adaptation suggestions from
CommunityCook. If no suggestions are provided, the set of
more general adaptation rules (see section 3.2) determine
adaptation suggestions.

5 Evaluation of the Results
A first look at the results of the most common adaptation
suggestions is promising. Only the ingredient class ”sup-
plement” reveals problems which are due to the fact that
too many different ingredients are integrated into this class.
This can be changed by further improving the modeling.

The evaluation can be divided into two different parts. At
first we checked if our classification and the interpretation
correspond to the intentions written in the original com-
ments. This was done manually by comparing the classi-
fication results and their interpretation to the original com-
ments and match in most of over 400 tests the classification.

Figure 2: Applicability of dependent and overall indepen-
dent suggestion

The second evaluation was done on the results of the overall
aggregated adaptation suggestions. We examined whether
the adaptation suggestions with a high score are good adap-
tation suggestions for any kind of recipe. Our idea is to take
a representative number of recipes and present them with
adaptation suggestions to real chefs. These chefs then rate
the adaptation suggestions.

Therefore we designed a questionnaire by choosing ran-
domly a recipe and add one adaptation suggestion extracted
from comments belonging to that recipe (”dependent”) and
secondly add two adaptation suggestions without regard of
the recipe (”independent”) each with two ingredients as re-
placement suggestion. At the end we present the 50 ques-
tionnaires with 50 dependent and 100 pairs of independent
ingredients to different chefs, because each chef may have
a different opinion.

76% of the dependent and 58% of the independent adap-
tation suggestions were confirmed as applicable by the
chefs (see figure 2). Differentiating the first and second in-
dependent suggestion it could be observed that the first one
is noteworthy better (see figure 3). Summing up it follows
that only by 11 of the 100 independent adaptation sugges-
tions no ingredient can be used as substitution.

In case that the adaptation suggestion was applicable, the
chefs should rate it as very good, good and practicable.
Here again the dependent suggestions perform better, see
figure 4.

6 Related Work
JULIA [Hinrichs, 1992] and CHEF [Hammond, 1986] are
early CBR systems giving preparation advice for meals.
CHEF is a planning application which builds new recipes
in the domain of Szechwan cooking. To satisfy the goals
of a request for a new recipe it anticipates and tries to
avoid problems. Therefore it stores and retrieves occurred
problems and ways of dealing with them. JULIA inte-
grates CBR and constraints for menu design tasks. It uses
a large taxonomy of concepts and problem decomposition
with fixed decomposition plans. Unlike our approach their
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Figure 1: Some suggestions for adaptation

Figure 3: Applicability of the first and second independent
suggestion Figure 4: Ratings of applicable adaptation suggestions
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knowledge was built by experts and was not captured from
communities.

The idea presented here closely relates to the research
of Plaza [Plaza, 2008], especially the EDIR cycle, however
they concentrate more on gathering cases from web experi-
ence. In [Cordier et al., 2008] they use the presented IakA
approach for the acquisition of adaptation knowledge (and
cases) by asking an oracle, which is described as an “ideal
expert”, but the presented prototype IakA-NF works (only)
for numerical function domains. Furthermore Acquisition
of Adaptation Knowledge from cases was done by by [Han-
ney and Keane, 1997] or with the CABAMAKA System by
[d’Aquin et al., 2007].

The procedure of looking at first for concrete adaptation
suggestions and apply afterwards, if the first step yields no
results, more general rules, was done also by [Leake et al.,
1995] with DIAL, which at first attempt to retrieve adapta-
tion cases.

Our approach presented here goes with the vision of
Collaborative Multi-Experts Systems (CoMES) [Althoff et
al., 2007] and is modelled following the SEASALT archi-
tecture [Bach et al., 2007], an instance of CoMES. Map-
ping this to the CommunityCook System the collection of
recipes and comments corresponds to the task of the Col-
lector Agent. The further analysis and interpretation match
to their role of a Knowledge Engineer.

7 Conclusion and Outlook
Adaptation knowledge acquisition is an demanding and ex-
pensive task since it needs experts. In this paper we pre-
sented an approach to use experience from Internet com-
munities for adaptation knowledge. Our approach is based
on the idea of comparing the ingredients mentioned in a
recipe to the ones mentioned in the comments that relate to
the recipe. From comments which contain ingredients also
existing in the recipe and others which are not contained
in the recipe the adaptation suggestions are created and ag-
gregated over all comments to 6200 suggestions. The eval-
uation results are promising and show that adaptation sug-
gestion extracted from the same recipe are more acceptable
than the one which are independent and aggregated over all
recipes.

The approach described here has a lot of advantages. For
finding ingredients we can use our existing CookIIS knowl-
edge model which has the benefit of taking care of syn-
onyms, independence from slang and grammatically defi-
cient language. By using a large number of recipes and
comments we hope to balance out wrong classifications.
We integrated the extracted adaptation suggestions in our
CookIIS application.

In the future we want to be able to use the adaptation sug-
gestions with regard to the recipe they belong to. Therefore
we will find similar recipe out of our pool of 70’000 recipes
to the one that has to be adapted and consider only com-
ments of these recipes following the principle that similar
recipes need similar adaptations.

Following the SEASALT architecture we also want to
realize a multi-agent system that continuously monitors the
community for new experiences with the recipes and adapts
our adaptation knowledge if necessary.
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Abstract

Spreadsheets are heavily employed in ad-
ministration, financial forecasting, education,
and science because of their intuitive, flexible,
and direct approach to computation. In pre-
vious work we have studied how an explicit
representation of the background knowledge
associated with the spreadsheet can be ex-
ploited to alleviate usability problems with
spreadsheet-based applications. The SACHS
system implements this approach to provide
a semantic help system for DCS, an Excel-
based financial controlling system.
In this paper, we evaluate the coverage of
the SACHS system with a “Wizard of Oz”
experiment and see that while SACHS fares
much better than DCS alone, it systemat-
ically misses important classes of explana-
tions. We provide a first approach for an
“assessment module” in SACHS. It assists the
user in judging the situation modeled by the
data in the spreadsheets and possibly reme-
dying shortcomings.

1 Introduction
Semantic technologies like the Semantic Web promise
to add novel functionalities to existing information re-
sources adding explicit representations of the underly-
ing objects and their relations and exploiting them for
computing new information. The main intended appli-
cation of the Semantic Web is to combine information
from various web resources by identifying concepts and
individuals in them and reasoning about them with
background ontologies that make statements about
these.

We follow a different, much less researched approach
here. We call it Semantic Illustration: Instead of
enhancing web resources into semi-formal ontologies1
by annotating them with formal objects that allow rea-
soning as in the Semantic Web paradigm, the Seman-
tic Illustration architecture illustrates a software arti-
fact with a semi-formal ontology by complementing it
with enough information to render new semantic ser-
vices (compare to a somewhat analogous requirement
phrased in [Tag09]).

1With this we mean ontologies with added documen-
tation ontologies so that they can be read by non-experts
or texts annotated with ontological annotations either by
in-text markup or standoff-markup.

Concretely, in the SACHS system [KK09a] we pro-
vide a semantic help system for “DCS”, a financial
controlling system based on Excel [Mic] in daily use at
the German Center for Artificial Intelligence (DFKI).
Here we illustrate a spreadsheet with a semi-formal
ontology of the relevant background knowledge via an
interpretation mapping. Then we use the formal parts
of the ontology to control the aggregation of help texts
(from the informal part of the ontology) about the ob-
jects in the spreadsheet. This enables in turn new se-
mantic interaction services like “semantic navigation”
or “framing” (see [KK09c]).

There are other instances of the Semantic Illustra-
tion paradigm. In the CPoint system (e.g. [Koh07]),
the objects of a MS PowerPoint presentation are
complemented with information about their seman-
tic status, and this information is used for eLearning
functionalities. In the FormalVi system [KLSS09],
CAD/CAM developments are illustrated with formal
specifications, so that safety properties of the develop-
ments can be verified and agile development of robot
parts can be supported by tracing high-level design
requirements and detecting construction errors early.
Finally, semantic technologies like the “Social Seman-
tic Desktop” (see e.g. [SGK+06]) fit into the Semantic
Illustration approach as well, since they complement
software artifacts in the computer desktop (e-mails,
contacts, etc.) with semantic information (usually by
letting the user semantically classify and tag them)
and use the semantic structure to enhance user inter-
action.

With the SACHS system in a usable state, we have
started evaluating it with respect to user acceptance
and coverage. To keep the paper self-contained we give
a short overview of the SACHS system in the next sec-
tion, followed by the coverage evaluation experiment in
Section 3. This reveals that the DCS system only mod-
els the factual part of the situation it addresses, while
important aspects for ‘understanding the numbers’ re-
main implicit — and as a consequence the SACHS sys-
tem also fails to tackle them. For instance, users of-
ten ask questions like “Is it good or bad if this cell
has value 4711?” and experienced controllers may tell
users “Cell D16 must always be higher than E5”. We
consider this knowledge (which we call assessment
knowledge) to be an essential part of the background
knowledge to be modeled in the semantically enhanced
spreadsheet systems, since a person can only profit
from help if it is understood in (all) its consequences.
In particular, the assessment knowledge must be part
of the user assistance part (e.g. answering the first
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Figure 2: Explanations within Distinct Frames

question) and can be used to issue warnings (e.g. if
the controller’s invariant inherent in the second state-
ment is violated).

We will present a preliminary approach for mod-
elling the background knowledge involved in assess-
ment in Section 4 and envision how this can be used
in the SACHS system in Section 5. Section 6 concludes
the paper and discusses future research directions.

2 SACHS (Semantic Annotation for a
Controlling Help System)

For SACHS we took a foundational stance and analyzed
spreadsheets as semantic documents, where the for-
mula representation is the computational part of the
semantic relations about how values were obtained. To
compensate the diagnosed computational bias (pub-
lished in [KK09a]) we augmented the two existing se-
mantic layers of a spreadsheet — the surface structure
and the formulae — by one that makes the intention
of the spreadsheet author explicit.

The central concept we establish is that of a func-
tional block in a spreadsheet, i.e., a rectangular re-
gion in the grid where the cells can be interpreted as
input/output pairs of a function (the intended func-
tion of the functional block). For instance, the cell
range [B17:F17] in Figure 12 (highlighted with the se-
lection of [B17] by a borderline) is a functional block,
since the cells represent profits as a function π of time;
the pair 〈1984, 1.662〉 of values of the cells [B4] and
[B17] is one of the pairs of π.

The semantic help functionality of the SACHS sys-
tem is based on an interpretation mapping, i.e., a
meaning-giving function that maps functional blocks
to concepts in a background ontology. For instance our
functional block [B17:F17] is interpreted to be the func-
tion of “Actual Profits at SemAnteX Corp.” which we
assume to be available in the semantic background.

In [KK09a] we have presented the SACHS informa-
tion and system architecture, and have shown how the
semantic background can be used to give semantic help
to the user on several levels like labels, explanations
(as showcased in Figure 2) and dependency graphs like
the one for cell [G9] in Figure 3. This graph-based in-
terface allows the user to navigate the structured back-
ground ontology by definitional structure of intended

2This spreadsheet is our running example, also taken
up in Section 4.

Figure 3: Dependency Graph with ’uses’-Edges

functions. In this case the graph also reveals that the
spreadsheet concerns the profit statement of the busi-
ness “SemAnteX Corp.”, which is not represented in
the spreadsheet alone.

While the information about functional blocks and
the meaning of their values (e.g. units), the prove-
nance of data, and the meaning of formulae provided
by the semantic background are important informa-
tion, the development process made it painfully clear
that the interpretation (hence the information pro-
vided by the SACHS system to the user) is strongly
dependent on the author’s point of view — how she
frames the data. We have developed a first theory
of framing based on theory-graphs and theory mor-
phisms in [KK09c], and have extended the interaction
based on this. Among others, this enables the SACHS
system to (i) tailor the help texts to the frame cho-
sen by the user (and thus presumably to the task she
pursues; see three distinct explanations in Figure 2),
and (ii) to provide frame alternatives for exploring the
space of possible spreadsheet variants e.g. for dif-
ferent prognosis scenarios.

3 Help Needed, but Where?

To develop the theory graph for the background knowl-
edge of the DFKI Controlling system we organized in-
terviews with a DFKI expert on the topic and recorded
them as MP3 streams3. Even though these interviews
were not originally intended as a “Wizard of Oz” ex-
periment, in the following we will interpret them so.
A “Wizard of Oz” experiment is a research ex-
periment in which subjects interact with a computer
system that subjects believe to be autonomous, but
which is actually being operated or partially operated

3We recorded three interview sessions amounting to
approximately 1.5 hrs concerning 39 distinct knowledge
items and containing 110 explanations. Naturally, there
were more informal question and answer sessions mostly by
email or phone afterwards, but we cannot take these into
account here unfortunately. In hindsight we realize that
we should have annotated the interviews contained many
“references by pointing”, which are lost in the recording.
For instance, in the specific spreadsheet the legend for var-
ious cells are very specific like “linearised contract volume
with pass-through” and “linearised contract volume with-
out pass-through”. When talking about the cells both are
abbreviated to “linearised contract volume” and which cell
is really talked about is pointed at with fingers leaving the
interest listener with wonder.
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Figure 1: A Simple (Extended) Spreadsheet after [Win06]

by an unseen human being (see [Wik09]). Here, the in-
terviewee plays the part of an ideal SACHS system and
gives help to the interviewer who plays the part of the
user. This experiment gives us valuable insights about
the different qualities of knowledge in a user assistance
system, which the expert thought was necessary to un-
derstand the specific controlling system spreadsheet.

When studying the MP3 streams, we were surprised
that in many cases a question of “What is the meaning
of . . . ” was answered by the expert with up to six of
the following explanation types, the occurrence rate
of which relative to the number of knowledge items is
listed in the brackets:

1. Definition (Conceptual) [71.8%]
A definition of a knowledge item like a functional
block is a thorough description of its meaning.
For example the functional block “cover ratio per
project in a research area” was defined as the per-
centage rate to which the necessary costs are cov-
ered by the funding source and own resources.

2. Purpose (Conceptual) [46.2%]
The purpose of a knowledge item in a spreadsheet
is defined by the spreadsheet author’s intention,
in particular, the purpose explains why the author
put the information in. A principal investigator of
a project or the respective department head e.g.
needs to get the information about its cover ratio
in order to know whether either more costs have
to be produced to exploit the full funding money
or more equity capital has to be acquired.

3. Assessment of Purpose [30.8%]
Given a purpose of a knowledge item in a spread-
sheet, its reader must also be able to reason about
the purpose, i.e., the reader must be enabled to
draw the intended conclusions/actions or to as-
sess the purpose. For understanding whether the
cover ratio is as it is because not enough costs
have yet been produced, the real costs have to be
compared with the necessary costs. If they are
still lower, then the costs should be augmented,
whereas if they are already exploited, then new
money to cover the real costs is needed.

4. Assessment of Value [51.3%]

Concrete values given in a spreadsheet have to
be interpreted by the reader as well in order to
make a judgement of the data itself, where this
assessment of the value is a trigger for putting
the assessment of purpose to work. For instance,
the size of the cover ratio number itself tells the
informed reader whether the project is successful
from a financial standpoint. If the cover is close to
100%, “everything is fine” would be one natural
assessment of its value.

5. Formula [23.1%]
With a given formula for a value in a spreadsheet’s
cell the reader knows exactly how the value was
computed, so that she can verify her understand-
ing of its intention against the author’s. Note that
a lot of errors in spreadsheets result from this dis-
tinction. In our experiment, if a value of a cell was
calculated with a formula explicitly given in the
spreadsheet, then the expert explained the depen-
dency of the items in the formula, but restricted
from just reading the formula aloud. In partic-
ular, he pointed to the respective cells and tried
to convey the notion of the formula by visualizing
their dependency, not so much what the depen-
dency was about.

6. Provenance [43.6%]
The provenance of data in a cell describes how
the value of this data point was obtained, e.g. by
direct measurement, by computation from other
values via a spreadsheet formula, or by import
from another source; see [MGM+08] for a general
discussion of provenance. In our interviews — as
many of the data of the concrete spreadsheet were
simply an output of the underlying controlling
data base — the provenance explanations mostly
referred to the specific data base where the data
comes from. But when the formula for a value
was computed, but not within Excel, the expert
tried to give the formula as provenance informa-
tion, e.g. in the case of the cover ratio. This
knowledge was often very difficult to retrieve af-
terwards for the creation of the semantic docu-
ment.
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7. History [15.4%]
The history , i.e., the creation process of a spread-
sheet over time, often is important to understand
its layout that might be inconsistent with its in-
tention. For instance, if an organizational change
occurs that alleviates the controlling process and
makes certain information fragments superfluous,
then those fragments will still be shown in the
transition phase and beyond, even though their
entropy is now 100% in the most of cases.

These seven explanation types were distilled from the
recorded set of 110 explanations. The percentages
given can function as a relevance ranking done by the
expert with respect to the importance of explanation
types for providing help.

Figure 4 portrays the distribution of occurrences ac-
cording to each type. The “Wizard of Oz” experi-
ment interpretation suggests that Figure 4 showcases
the user requirements for SACHS as a user assistance
system (see also [NW06]).

Figure 4: Help Needed — But Where?

In particular, we can now evaluate the SACHS sys-
tem with respect to this figure. Unsurprisingly, Def-
inition explanations were the most frequent ones. In-
deed, the SACHS system addresses this explanation
type either with the theory graph-based explanation
interface in Figure 3 or the direct help text genera-
tor shown in Figure 2. But the next two types are
not covered in the SACHS system, even though it can
be argued that the ontology-based SACHS architecture
is well-suited to cope with Purpose explanations —
indeed, some of the purpose-level explanations have
erroneously found their way into SACHS definitions,
where they rather should have been classified as ‘ax-
ioms and theorems’ (which are currently not supported
by the SACHS interface). The next explanation cate-
gory (Provenance; 16%) has been anticipated in the
SACHS architecture (see [KK09a]) but remains unim-
plemented in the SACHS system. The Assessment of
Purpose type is completely missing from SACHS as well
as Assessment of Value. Explanations of type Formula
are only rudimentarily covered in SACHS by virtue of
being a plugin that inherits the formula bar from its
host application Excel, which has some formula ex-
planation functionality. Finally, the explanation type
History is also not yet covered in SACHS.

To summarize the situation: Excel is able to give
help for 8% of the explanations we found in the help
of a human expert. The implemented SACHS system

bumps this up to 33%, while the specified SACHS sys-
tem can account for 50%. Even though this is cer-
tainly an improvement, it leaves much more to be de-
sired than we anticipated. In particular, we draw the
conclusion that background knowledge that ’only’ con-
tains a domain ontology is simply not enough.

We will try to remedy parts of this in the remainder
of this paper. In particular, we take up the problem of
Assessment of Value explanations. On the one hand,
it is ranked second in the list of explanation types
with a stunningly high percentage of 51.3%, which can
be interpreted as the second-best type of explanations
from the point of view of our expert. On the other
hand, the very nice thing about assessment for com-
putational data is that we can hope for a formalization
of its assessment in the form of formulas, which can be
evaluated by the spreadsheet player in turn.

4 Modelling Assessment

A first-hand approach of complementing spreadsheets
with assessment knowledge could be the inclusion of
Assessment of Value information into the definition text
itself. In the concrete SACHS ontology we felt that
we had no other choice in order to convey as much
knowledge as possible, it is ontologically speaking a
very impure approach (hence wrong) as such judge-
ments do not solely depend on the concept itself. For
instance, they also depend on the respective Commu-
nity of Practice: At one institution e.g. a cover ratio
of 95% might be judged as necessary, at another 100%
(or more) might be expected.

So before we address the question of how to model
assessment, first we have to take a closer look at as-
sessment itself: What is it about? Assessments consist
of value judgements passed on situations modeled by
(parts of) spreadsheets. As such, we claim that assess-
ments are deeply in the semantic realm. To strengthen
our intuition, let us consider some examples; we will
use a slightly varied version of the simple spreadsheet
document in Figure 1, which we have already used
in [KK09a; KK09c] for this. The following can be con-
sidered typical assessment statements:

I) “Row 6 looks good.”
II) “The revenues look good.”

III) “I like this [points to cell [E17]] but that [points
to cell [F17]] is a disaster.”

IV) “I like the profit in 1987 but of course not that
in 1988.”

V) “Upper Management will be happy about the left-
over funds in [nn] that they can now use else-
where, but the PI of the project will be angry that
he got less work out of the project than expected.
Not to mention the funding agency; they cannot
be told of this at all, because it violates their sub-
sistence policy.”

On the surface, the first statement refers to a row in
the spreadsheet, but if we look closer, then we see
that this cannot really be the case, since if we shift
the whole spreadsheet by one row, then we have to
readjust the assessment. So it has to be about the
intended meaning of row 6, i.e., the development of
revenues over the years. Indeed we can paraphrase I
with II — another clue that the assessments are re-
ally about situations modeled by a functional block in
the spreadsheet. But assessments are not restricted to
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functional blocks as statements III and IV only refer
to individual cells. Note again that the statements are
not about the numbers 0.992 and -0.449 (numbers in
themselves are not good or bad, they just are). Here
the assessment seems to be intensional, i.e., about the
intension “the profit in 1987/8” rather than the ex-
tension. Another way to view this is that the latter
two assessments are about the argument/value pairs
〈1987, 0.992〉 and 〈1988,−0.449〉. We will make this
view the basis of our treatment of assessment in SACHS:
We extend the background ontology by a set of assess-
ment theories that judge the intended functions in the
functional blocks of the spreadsheet on their functional
properties.

4.1 Assessment via Theories and
Morphisms

Consider the partial theory graph in Figure 5, which
we will use to account for the assessments in the ex-
amples I to IV above. The figure shows the theo-
ries Revenue and Profit which are part of the back-
ground knowledge, the assessed theories ARevenue
and AProfit, and the assessment theories (set in the
gray part) that will cover assessment itself.

The theory Assessment provides three concepts: a
generic function fi (used as a placeholder for the in-
tended function of the functional block we are assess-
ing), a function av for assessing whether a value in a
cell is ‘good’, and finally a function ad for assessing
whether a function is ‘good’ over a subdomain. This
generic theory — note that this does not provide any
judgements yet, only the functions to judge — is then
refined into concrete assessment theories by adding ax-
ioms that elaborate the judgement functions av and
ad, which are then used to provide concrete judgement
functions to the assessed theories, via interpreting the-
ory morphisms. The theory AssessValue pos good re-
stricts the interpretation of av so that it assesses the
function fi as ‘good’ on an argument x, iff fi(x) is posi-
tive, and the theory AssessDom grow good restricts the
interpretation of ad to a function asc to evaluate fi as
‘good’ on a subdomain D′ ⊆ D, iff fi is increasing
on D′. Note that these assessments are still on the
‘generic function’ fi over a ‘generic domain’ D with a
‘generic range’ in E. These are made concrete by the
theory morphisms mv and md that map these concrete
sets and functions into the assessed theories, thereby
applying the judgemental axioms in the assessment
theories in the assessed theories.

Of course theories AssessValue pos good and Assess-
Dom grow good are just chosen to model the examples
from the start of this section. A realistic formaliza-
tion of assessment, would provide a large tool-chest of
theories describing the “shape” of the function fi for
knowledge engineers to choose from. With this, pro-
viding a judgement about a value becomes as simple
as choosing a cell and an assessment theory: the cell
determines the intended function, with its domain and
range and thus the mapping of the theory morphism.
Thus the assessed theory can be constructed automat-
ically by the SACHS system.

In our example we have restricted ourselves to unary
functions, but of course it is very simple to provide
assessment theories for any arity that occurs in prac-
tice. Moreover, we have only used assessment theories

Assessment
D,E, av, ad
fi:D→E
av :ED×D→B
ad:ED×℘(D)→B

AssessValue pos good

∀x∈D.av(fi,x)⇔fi(x)>0

AssessDom grow good

∀D′⊆D.ad(fi,D
′)⇔asc(fi,D

′)

Revenue
ρ
ρ:T→R

Profit
π
π:T→R
π(x)=ρ(x)−γ(x)

ARevenue

AProfit

. . .
. . .

mv:σ, fi 7→ π md:σ, fi 7→ ρ

where B is the set of Boolean values, R is the set
of real numbers, and T the set of time intervals
(over which profits are measured). Furthermore,
σ := {D 7→ T, E 7→ R}

Figure 5: A Partial Assessment Graph for Profits

that only refer to inherent properties of the intended
functions (e.g. being monotonically increasing), but
many real-world assessments are context-dependent.
E.g. one might want the profit of a German Company
to grow more rapidly than the DAX. This is where
the knowledge-based approach we are proposing really
starts to shine: we just add an assessment theory with
an axiom

∀t.av(fi, t)⇔
fi(t)
fi(p(t))

>
DAX(t)

DAX(p(t))

where p(t) is the predecessor time interval of t.

4.2 Multi-Context Assessments and
Framing

Note that the assessments above are “author assess-
ments”, since they are supposedly entered into the
background ontology by the spreadsheet author. But
the author’s assessment is not the only relevant one for
the user to know: In Example V we have a single expla-
nation that refers to three different assessments that
differ along the role of the “assessor”. Multiple assess-
ment contexts can be accommodated in our proposed
model — any user of the system can enter assessments.
These user assessments can even be stored in a private
extension to the background ontology, if the user does
not have write access to the system-provided one. In
fact we can enable multi-context assessment by just
providing the av and ad functions with another argu-
ment that determines a fitting user or Community of
Practice (see [KK06] for an introduction to Communi-
ties of Practice and their reification in the background
knowledge). This will generally get us into the situa-
tion in Figure 6, where we have an assessment of profits
by the author — in theory AAssessProfit — and one
by the user — UAssessProfit (we have abstracted from
the internal structure of the theories). The dashed ar-
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row is the (functional) interpretation that maps the
functional block to the author-assessed theory.

Assess

AAssess UAssess

AAssessProfit UAssessProfit

Profit
ϕ ϕ

ϕ ϕ

pA pU

ϕ := σ, f 7→ π and σ as in Figure 5

Figure 6: Multi-Context Assessment

In the framing-based user interface put forward
in [KK09c] we use theory morphisms as framings and
provide frame-based exploration of variants. In this
example the canonical frame (the identity morphism
from AAssessProfit to itself) can be generalized to the
frame pA with source theory Assess, which spans a
frame variant space that includes the frame pU and
thus the user assessment, which the user can choose
to explore this assessment. Needless to say, this works
for any number of assessments (private or public).

5 The Envisioned Assessment
Extension in SACHS

We will now show how
assessments can be made
useful for the user. As
the assessments are bound
to (the intended function
of) a functional block, we
extend the context menu

with entries for all assessment functions. On the left
we assume a right mouse click on the cell [B17] to show
the context menu with the two assessment functions av
and ad.

Figure 7: Assess the Values in the Functional Block

When the “Assess Values of fBlock” entry is selected
SACHS is put into a special “assessment mode”, which
brings assessment information to the user’s attention.
In the background the SACHS system determines the

version of the av axiom inherited by the AProfit, trans-
lates it into an Excel formula, and evaluates it to ob-
tain the judgements.

Here the axiom is ∀t.av(π, t) ⇔ π(t) > 0, and it is
evaluated on all cells in the functional block, result-
ing in the values t, t, t, t, f , which SACHS color-codes as
shown in Figure 7 to warn the user of any cells that
get a negative judgement.

At the same time, the assessment mode extends
the explanatory labels by explanations texts from the
background ontology. Selecting the menu element “As-
sess Domain of fBlock” gives the result in Figure 8

Figure 8: Assess the Domain in the Functional Block

But as the assessments are synchronized with the
assessed theories in the background theory graph, we
can also analyze the assessments for possible causes.
Recall that profits are defined as the difference be-
tween revenues and expenses, it makes sense to trace
assessments through the dependency graph provided
by the SACHS system for understanding the definitional
structure of the spreadsheet concepts. Note that this
analysis is anchored to the cell: Figure 9 shows the def-
initional graph for the negatively assessed cell [F17] for
the profits in the year 1988. Here the revenues are also
negatively assessed (color-coded red in the definitional
graph), so the problem might be with the revenues.

Figure 9: Assess the Values in the Dependency Graph
Note as well that this graph cannot be used for a

causal analysis, as the arrows here still definitional de-
pendency relations. We conjecture that causal analysis
knowledge can transparently be included in the back-
ground ontology and can be made effective for the user
in a similar interface. But we leave this for further re-
search.
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6 Conclusion and Further Work

In this paper we have reported an evaluation of the
SACHS system, a semantic help system for a financial
controlling system, via a (post-facto) “Wizard of Oz”
experiment. The immediate results of this are twofold.
The experiment basically validates the Semantic Illus-
tration approach implemented in the SACHS system:
The availability of explicitly represented background
knowledge resulted in a dramatic increase of the ex-
planations that could be delivered by the help system.
But the experiment also revealed that significant cat-
egories of explanations are still systematically missing
from the current setup, severely limiting the usefulness
of the system. We have tried to extend the background
ontology with a model of assessment to see whether the
Semantic Illustration paradigm is sufficiently flexible
to handle assessment.

The proposed model shows that this is indeed the
case, but still has various limitations. For instance,
the need to pollute the background ontology with one
new theory per assessment theory and assessed the-
ory seems somewhat unnatural and intractable even
though the theories are largely empty. Also, we lack
a convincing mechanism for coordinating the explo-
ration of assessment variants: In our example in Fig-
ure 1, if we change the assessment of a profit value,
we would like to change that of the respective revenue
cell to a corresponding assessment.

Finally, we have only talked about Assessment of
Value explanations in this paper. It seems that we can
model Purpose and Assessment of Purpose explanations
with a similar construction as the one proposed in Sec-
tion 4: We start out with a base assessment theory
which provides an assessment function like av, which
acts on a generic intended function fi of the functional
block in question, but instead of mapping into Boolean
values, it maps into a set of purposes and tasks formal-
ized in a “task ontology” by which we would extend the
background ontology. This might also make it possible
to generate explanations for assessments in SACHS.

This parallelism highlights an interesting feature of
the assessment model that we want to study more
closely in the future. Generally, when we talk about
interacting with knowledge-based systems, we have to
distinguish knowledge about the system itself from
knowledge structures about the domain the system
addresses. We consider the first kind of knowledge
as part of the system ontology and the second kind
part of the domain ontology . In this sense, the assess-
ment theories in general and in particular the function
av provided by the theory Assessment in Figure 1 be-
long to the SACHS system ontology, since they have a
counterpart in the implementation of the SACHS sys-
tem (see Section 5), while the assessed theories clearly
belong into the domain ontology. Thus, our assess-
ment model is a very good example of the interplay
of system and domain ontologies for interaction with
complex applications; we conjecture that this situa-
tion will be characteristic for interaction with systems
along the Semantic Illustration paradigm.

But there is also another avenue for further research:
We have not made full use of the data from the “Wiz-
ard of Oz” experiment in Section 3. In Figure 10
we compute the correlations between the explanation
types. The co-occurrences seem particularly interest-

Figure 10: Explanation Dependencies

ing: as Definition is the dominating type, then the oth-
ers occur relatively infrequently (from 17.9% to 50%)
in the first group and the bar for Definition is relatively
constant in the other clusters. The only exception to
this is in the Assessment of Purpose cluster, where the
co-occurrence is unusually high. Another interesting
observation is that for all explanation types the co-
occurrence with the Definition level is highest — except
for the Purpose level. Here, the Assessment of Value
statements appear more frequently than the ones of
type Definition.

It seems that the distribution in Figure 10 might tell
us something about aggregation of explanation types
in help systems. To make progress on this we might
try to ask: “Given an explanation on some level, then
what else knowledge is needed or useful (according to
an expert)?”. In the absence of a criterion for differ-
entiating between necessary knowledge and voluntarily
supplied knowledge in our experiment, we might take
the fact that a co-occurrence above 60% seems to be
an obvious critical amplitude in this tabulation as an
indicator that two explanation types are ‘needed or
useful’ for each other.

We plan to study these relationships further; if
these can be corroborated in other studies and other
spreadsheet-based applications, then we will fine-tune
our text aggregation algorithm for the dependency
graph interface in Figure 3 to volunteer the experi-
mentally correlated explanation types.

Finally, we observe that the Semantic Illustration
paradigm is neither restricted to the system Excel nor
to the financial controlling domain. Unfortunately, the
discussion and its consequences are beyond the scope
of this paper, but was carried out in [KK09b] for user
assistance systems.
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The Semantic Web ontology languages RDFS and OWL
lack practical documentation support. OWL 2 has only
partly improved on that – still, ontologies cannot be anno-
tated at all granularity levels. The languages are deliberately
limited in their expressivity, but, often, one would like to
express complex facts formally, too. Ways of modelling a
distinction of inferred from defined facts are non-standard
and not yet widely used. Finally, little work has been done
on context-sensitive presentation of ontology documentation
to different target audiences.

We apply to Semantic Web ontologies what we have
earlier solved for mathematical knowledge representation
with the OMDoc language. We model ontologies as mathe-
matical theories, which can contain diverse types of state-
ments, such as symbol declarations, definitions, axioms,
theorems, proofs, and examples. Statements contain for-
mulae composed of symbols; every symbol has a URI and
thus corresponds to a Semantic Web resource. Addition-
ally, we benefit from OMDoc’s document infrastructure,
which supports alternative human-readable notations for
symbols, parallel occurrences of formal representation and
informal description, and a sectional structure. Having reim-
plemented the Semantic Web ontology languages RDFS
and OWL as theories in OMDoc, we can now author [doc-
umentations of] concrete ontologies as theories importing
the former. From the same source, we can generate both a
human-readable XHTML+RDFa+MathML document pre-
pared for interactive browsing and a formal RDFS or OWL
ontology in its native RDF representation, suitable for exist-
ing ontology-based tools like reasoners. Our semantic wiki
SWiM serves as an integrated tool for editing and browsing
OMDoc ontologies and their documentation.

We evaluated our approach by reimplementing the FOAF
ontology and specification in one coherent OMDoc docu-
ment and observed that 1. Imports of other ontologies could
be documented. 2. For all information that was only given as
a comment in the source code of the FOAF a proper OMDoc
counterpart existed. 3. OMDoc allowed for documenting
inferred statements properly. 4. We were able to formally
mode one axiom that exceeded the expressivity of OWL,
plus several facts that had only been given as an informal
advice in FOAF.

Future work will focus on documenting modular ontolo-
gies and improving the editing support.

Resubmission of a paper published in: J. Carette,
L. Dixon, C. Sacerdoti Coen, S. M. Watt, Intelli-
gent Computer Mathematics, 8th Int. Conf. MKM 2009,
Springer LNCS, Vol. 5625, pp. 389–404. A preprint
can be found at https://svn.omdoc.org/repos/

omdoc/trunk/doc/blue/foaf/mkm09.pdf.
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Abstract 
With the increase in the amount and complexity 
of information, data warehouse performance has 
become a constant issue, especially for decision 
support systems. As a consequence, decision ex-
perts are faced with the management of all this 
information, and thus realize that special tech-
niques are required to keep good performances. 
This paper proposes an approach to data ware-
house systems improvement based on Autonomic 
Computing. The idea is that by rendering certain 
tasks autonomic, such as the configuration of 
cache memory allocations between groups of da-
ta warehouses, we ensure a better data warehouse 
management at a lower cost and save substantial 
decision experts' time that can be used on higher 
level decision tasks. 

 

1 Introduction 
Decision Support Systems are defined as computerized 
systems whose main goal is to analyze a series of facts 
and give various propositions for actions regarding the 
facts involved [Druzdel and Flynn (1999)].  The process 
of decision making in enterprises based on such systems is 
also known as Business Intelligence. This concept is very 
well applied by large enterprises. Via this process, they 
specifically focus on their data warehouse efforts. The 
problem is that data warehouses usually become fast very 
large and complex, thus their performances become rapid-
ly an issue. This is why between 70 and 90% [Frolick and 
Lindsey (2003)] of the enterprises consider that their data 
warehouse efforts is inefficient, as in many cases, the 
large amount of data involved becomes unusable. In many 
of these cases, the cause is bad management or costs that 
are too high to sustain.  

One of the main problems that lead to this is common 
resource sharing between data warehouses. The resources 
are usually limited either by financial costs or by architec-
tural considerations. Consider the following real example, 
to emphasize the problematic. An enterprise has a special 
server for its data warehouses. In total, a group of 50 data 
warehouses that share the same RAM memory is dep-
loyed on this server. Each of the data warehouse requires 
at least 20 GB of RAM to have good performances (i.e.  
the query average time is under a second). So there is a 
need for at least 1TB of RAM (ignoring all other RAM 
requirements of the server). First, the costs of having 1TB 

of RAM on server are financially high (~ 40000 EUR1). 
Second, if the enterprise is ready to cover these costs, 
suppose the server has an architecture that enables a max-
imum of 16GB to be installed. Also the migration of some 
data warehouses on another server would be too expen-
sive and too complicated. An option is to compromise, 
asking each time an expert to re-configure the memory 
allocation for each of the data warehouse. In a short time 
after this is done, with the evolution of the data ware-
houses' size or if new data warehouses are added or some 
become obsolete, the problem reappears and the same 
action must be taken, over and over again. 

Based on the example above we can intuitively see a 
simple solution: enable autonomic tasks that reconfigure 
the memory allocations, instead of asking a human expert 
each time to intervene (human resources are the most ex-
pensive, and not always provide the optimal results). This 
is easy to be said but it is hard to formalize, due to two 
main issues.  

First, how to formally represent the group of data ware-
houses along with the knowledge involved in the deci-
sions and actions of the expert? To do this, we differen-
tiated three main types of information that needs to be 
formalized:  a) architectural information (how a group of 
data warehouse is organized, the number of groups, how 
are they linked, etc.); b) configuration and performance 
information (how much memory each data warehouse 
needs, what performance is achieved with this allocation, 
etc.); and c) experience information that represents best 
practices and advices for the memory allocations (coming 
from editor documents, human experience, etc.). We 
present in this paper a formalization of the three types into 
a unified knowledge base, using ontologies [Gruber 
(1992)] and ontology based rules [Stojanovic et 
al.(2004)].    

Second, having the information formalized, we need an 
organized form of rendering the autonomic process. To 
this end, IBM proposes a solution called Autonomic 
Computing [IBM (2001)]. It consists in the division of the 
actions that are taken when trying to provide autonomy to 
a process, corresponding to objective-specific phases and 
states. Autonomic concepts can be integrated in hierar-
chical organized systems, so each higher level aggregates 
what has been done to its sub levels. There are numerous 
autonomic computing based works that relate especially to 
problem resolution [Manoel et al.(2005)] or system ad-
ministration [Barret et al.(2004)]. On the other hand, little 
has been done on data warehouse improvement.  

                                                 
1 http://www.materiel.net/ctl/Serveurs/ 
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So, we propose to use autonomic computing on the uni-
fied formalized knowledge base. Specifically, we treat a 
common configuration problem: cache memory allocation 
for a group of data warehouses (that share the same 
amount of common available RAM memory). The objec-
tive is to reach a better performance (in terms of query 
response times when extracting data from the data ware-
house) with lower costs. The implication is that by in-
creasing the amount of cached data, there are better 
chances that a request hits the cache; the response times in 
order to extract the data decrease, which translates in bet-
ter performances. But, the whole amount of data obvious-
ly can't be put in the cache, and then we need a way to 
automatically determine and adjust the cache parameters. 

Section 2 presents a view of data warehouse manage-
ment through caches in the context of decision support 
systems. It presents the information that needs to be ma-
nipulated and how the division of this information can 
lead to a unified knowledge base representation. Section 3 
presents how autonomic computing is used with managing 
data warehouse through caches. It presents how the know-
ledge base is integrated to permit autonomic tasks. It 
equally proposes two heuristics for cache allocation, 
based on the problematic described. Section 4 shows how 
we integrate the elements together using ontologies for the 
knowledge base representation and ontology based rules 
for the autonomic process. We provide some results ob-
tained with our approach. In the conclusion we sum the 
work presented giving future directions and hoping that 
our work could help enterprises with their data warehouse 
efforts. 

2 Data Warehouse and Cache Allocations 
First of all, when speaking of data warehouse we usually 
make reference to a definition as a repository of an organ-
ization's electronically stored data and is designed to faci-
litate reporting and analysis [Inmon (2005)]. Managing a 
data warehouse includes the process of analyzing, extract-
ing, transforming and loading data and metadata. As deci-
sional experts, we know that once data warehouses are put 
in place, enterprises then base their decisions on the data 
that is stored within them. So a good organization in start 
and a good performance in time are the requirements of 
data warehousing.   

We do not put into question the initial organization. We 
observed that in time data warehouse performances are 
constantly degrading up to a point where the system is no 
longer usable. One aspect of data warehouse performance 
is strongly related to the operation of data extraction 
which in turn depends on the query response times on the 
data. Obviously, the larger a data warehouse is, the more 
information it contains so we expect to have higher re-
sponse times. Considering that some information is often 
more demanded than other, data warehouse management 
systems offer the possibility of keeping frequently ac-
cessed data in cache memories with the hypothesis that 
fetching data from the cache is greatly faster than fetching 
them from the persistent storage media. The problem oc-
curs when confronted with groups of data warehouse on 
the same machine that share the same amount of memory. 
In decision support systems, such groups contain data of 
up to several thousand gigabytes. They cannot be all put 
into the cache, so solutions are required.  

Although the problematic of performance improvement 
in data warehouses throughout caches is debated [Malik et 

al.(2008)], [Saharia and Babad (2000)] the issue is always 
addressed either through the physical design or the design 
of algorithms to determine which information is likely to 
be stored in cache memories. These solutions apply well 
when we focus on a single data warehouse.  

So, what actually happens in enterprises is that the ini-
tial cache allocations remain the same throughout time. 
Whereas the quantity of data in the data warehouse in-
creases, some of them are no longer used; there are new 
data warehouses that are constructed etc. Therefore there 
is a need for a dynamic system. 

The first aspect of the system we propose and that we 
approach is knowledge formalization. In the example pre-
sented in the introduction, the expert in order to reallocate 
the memory makes use of several types of information. 
We propose to divide this information into three main 
types, detailing and exemplifying based on the Hyperion 
Essbase2 business intelligence solution. 

Architectural information corresponds to the organiza-
tion of the groups of data warehouse. Figure 1 shows an 
example of a possible organization.  

 
Figure 1 - Architectural organization for groups of data 

warehouse 
Based on a decision support system simple organization, 
we can distinguish on top of the tree a Physical Server as 
the actual machine. Underneath, there are a number of 
Applications installed that share the RAM memory avail-
able on the server. And, in turn each application contains 
one or more data warehouses (Essbase cubes or bases), 
sharing the same memory. Each application is seen as a 
group of data warehouses, and then memory reallocation 
is done within each application. 

Configuration and performance information contains 
all the indicators that reflect the actual characteristics and 
configuration of the data warehouses and the perfor-
mances obtained with this configuration. For the characte-
ristics and configuration we refer to the Essbase cubes. 
There are many characteristics, but for our example we 
take into consideration the following indicators: 

• The size of each data warehouse represented by: the 
Index File size and the Data File size. This corres-
ponds to the actual size that each data warehouse is 
occupying on a hard disk. A value of tens of GB for 
the two together is a frequently met characteristic.  

• The values of three types of caches: Index, DataFile 
and Data Cache. Corresponding to the sizes pre-
sented before, they represent a percentage of the ac-
tual data files that can be kept in cache. Ideally, we 
should have the total of index file size in the index 

                                                 
2http://download.oracle.com/docs/cd/E10530_01/doc/epm.9
31/html_esb_dbag/frameset.htm?dstcache.htm 
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cache, and the total of data file size in the data and 
data file cache. 

For the performance aspect, there are many indicators to 
take into consideration such as: query response times, 
calculation times, aggregation operation times, etc. We 
chose the query response time as a performance indicator 
as this is a frequently used measure [Saharia and Babad 
(2000)] of the system performance, and, it directly reflects 
the quality of the user experience in the decision system. 
It represents the time needed to extract data through a 
query from the data warehouse. 
 Experience and best practices information represent a 
more delicate subject in comparison with the first two 
information types.  The main reason is that it comes from 
several different sources. Therefore the challenge is how 
to combine these sources into a single unified knowledge 
base. For instance, how to combine practices taken from 
an Essbase support document with practices that are part 
of the human experience and that are only known by the 
expert. We present here the formalization aspect, that is 
revised and validated by a human expert. In order to for-
malize the experience and best practices, we have found a 
completely different approach to knowledge representa-
tion, which is the rule based representation. Basically, we 
translate the pieces of advice and best practices into Event 
Condition Action (ECA [Huebscher and McCann (2008)]) 
rules. Such rules are often associated with business intel-
ligence practices, and integrating different rules at differ-
ent timelines (via the autonomic aspect) proved to be a 
good choice for our proposition. ECA rules have certain 
drawbacks, such as it is hard to prove the coherence and 
the no contradiction. But for the rules in our system, this 
aspect is not currently an issue. 

3 Driving the data warehouse – Autonomic 
Computing 

Once the principal knowledge types are well separated 
and formalized, they have to be ‘put to life’. We refer of 
course at the second aspect of the improvement system: 
rendering it autonomic. Autonomic systems have been 
present within our everyday lives. A very intuitive exam-
ple of an autonomic system that manages itself is the hu-
man body. Reflexes like breathing, digestion, heart pulsa-
tion etc. are part of the autonomy the human body pro-
vides (we don’t control these we just know they are conti-
nually present and moreover they function). Starting from 
this idea, the first approaches were especially towards 
self-healing systems, the survey of [Ghosh et al.(2007)] 
summing up this evolution. And, as expected the concept 
developed, and in 2001, IBM proposed a formalization of 
the self-x factor by introducing the notion of Autonomic 
Computing (AC) [IBM (2001)]. Most of the IT organiza-
tions spend a lot of time reacting to problems that occur at 
the IT infrastructure component level. This prevents them 
from focusing on monitoring their systems and from being 
able to predict and prevent problems before end users are 
impacted [IBM (2005)]. Autonomic computing is the abil-
ity for an IT infrastructure to adapt and change in accor-
dance with business policies and objectives. Quite simply, 
it is about freeing IT professionals to focus on higher–
value tasks by making technology work smarter, with 
business rules guiding systems to be self-configuring, 
self-healing, self-optimizing and self-protecting [IBM 
(2001)].  

From this to applying autonomic computing to enable 
improvement in IT infrastructures was just a small step. 
The subject proved to be of great interest to enterprises. 
Works have been done in this area and put into practice 
for improving database performance by IBM [Markl et 
al.(2003)], [Lightstone et al.(2002)] and Microsoft 
[Mateen et al.(2008)]. IBM specifications link autonomic 
computing with the notion of autonomic manager as the 
entity that coordinates the activity of the autonomic 
process. An autonomic manager (ACM) is an implemen-
tation that automates the self-management function and 
externalizes this function according to the behavior de-
fined by management interfaces. The autonomic manager 
is a component that implements an intelligent control 
loop. For a system component to be self-managing, it 
must have an automated method to collect the details it 
needs from the system (Monitor); to analyze those details 
to determine if something needs to change (Analyze); to 
create a plan, or sequence of actions, that specifies the 
necessary changes (Plan); and to perform those actions 
(Execute) [IBM (2001)]. Similar alternatives to autonomic 
computing were made in real BI [Nguyen et al.(2005)] but 
the idea is the same: to be able to analyze and improve (in 
our case) a given system through a closed loop that diffe-
rentiates a series of states.   

We propose the usage of autonomic managers to enable 
data warehouse self-improvement. Figure 2 shows the 
transformation of the architecture from Figure 1, with the 
implementation of autonomic managers on each of the 
entities (or component of the architecture) involved.  

 
Figure 2 - Autonomic Computing Managers on each of 

the architectural levels 
We notice that each of the entities has its own individual 
loop. The autonomic managers communicate only with 
the ones from the superior levels, and not between the 
same level. This way, each entity has two responsibilities: 
one strictly related to its individual self management and 
the other related to the management of its descendants. 
The idea is that the two can function independently of 
each other. For instance, consider an Application that has 
2GB of RAM allocated to its data warehouses. So each 
data warehouse uses the allocated RAM and self-improves 
itself with what it has. Now suppose that at a certain point 
the Application receives another 1GB of RAM. If the new 
information is not integrated then the data warehouses 
continue to function with the already allocated 2GB. Once 
the application runs the management of its descendants, a 
reallocation of the memory is done also for the data ware-
houses. In order to simulate the two behaviors, we have 
elaborated two heuristics. 
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3.1 Data warehouse Self-improvement heuristic 
This concerns only the individual loop at a data ware-
house level. Its role is to describe how cache allocations 
vary with the query response times. The idea is the fol-
lowing: starting from a given maximal cache configura-
tion we try to decrease the values of the caches and study 
the impact this decrease has on the data warehouse query 
response times. The algorithm stops when the difference 
between the current and the last average query response 
time is greater than a specified threshold. This is done 
independently for each data warehouse. So, we define two 
parameters for this heuristics: 

Step - represents the amount with which each cache 
value is decreased. The following formula shows how a 
cache value modifies with step: 

CV1 = CV0 - (CVmax –CV0)*step 
where CV0 represents the old cache value, CV1 the new 
calculated value and CVmax the maximum possible value . 
A frequent value of step we used in our experiments was 
10% based on the recommendation of our human experts.  
 Delta – represents the threshold accepted for the differ-
ence between the current and the last average response 
time. It can be seen as the accepted impact that a cache 
modification has. If (RT1-RT0)/RT0 < delta then we accept 
the new cache proposition (where RT = average response 
time for the respective data warehouse).  A frequent value 
we used for delta was 5%, based on our clients’ average 
performance acceptance specification (i.e. for a value of x, 
an fluctuation in performance with 5% is accepted).  
Table 1 illustrates the self-improvement heuristics with a 
timeline, based on the autonomic manager loop phases. At 
t0 we have the initial configuration. At t1 we have made 
the first cache adjustment, and validated it. At t2, the 
second cache modification has an impact too great on the 
response time so we leave the cache value as it is. 

Table 1 - Individual Data Warehouse Self-Improvement 
Heuristics on the autonomic manager phases 

Time AML Phase Action 
0 Monitor step = 0.1, delta = 0.05, CVmax=1GB 

CV0=500MB, RT0=5s 
Analyze N(ot)/A(vailable) 
Plan CV1=450MB  
Execute Change script for DW with CV1 

1 Monitor CV1=450MB, RT1=5.2s 
Analyze (RT1-RT0)/RT0=0.04 < delta 
Plan CV2=395MB 
Execute Change script for DW with CV2 

2 Monitor CV2=395MB, RT2=6s 
Analyze (RT2-RT1)/RT1=0.15 > delta 
Plan CV3=395MB 
Execute No change for DW 

3.2 Group of data warehouses  cache realloca-
tion heuristic 

The first heuristics was individual data warehouse based. 
Each of the data warehouses was independent and each 
was in a state of self-improvement in time. But, taking it 
into consideration alone makes no sense as the perfor-
mances on individual data warehouses are expected to 
decrease as the caches decrease. To explain how it results 
in an actual improvement at group level, we introduce the 
group of data warehouses heuristic. Its purpose is to real-
locate periodically the memory that the individual data 
warehouse heuristics saved from the self-improvement 

process. And it is here where the ‘catch’ is: by a small 
sacrifice (delta) of some data warehouses, we can gain an 
important performance on others. 

The core of the heuristic is to differentiate the non per-
forming from the performing data warehouses in a group. 
The idea is the following: a data warehouse is considered 
performing if its average response time is below the aver-
age value of the response time for the whole group. Oth-
erwise, it is considered as non-performing. This perfor-
mance indicator can be equally made more complex by 
taking into account the applications priority or impor-
tance. This way scaled mixed performance indicators can 
be obtained and used. The specification of priorities and 
importance is usually part of Service License Agreements 
and is one of the future directions in our work. 

 So in this case, we take the memory from the perform-
ing data warehouse and give it to the non-performing. 
Relating with the architecture in Figure 1, the Application 
level is responsible for the implementation of this heuris-
tic. The Application decides how to redistribute the mem-
ory between the data warehouses it concerns.  

Table 2 shows this heuristics. The example is based on 
a group of two data warehouses that are part of the same 
application and share the same amount of memory for 
their caches. 
Table 2 - Group of Data Warehouse Improvement Heuris-

tic – Cache Evolution Exemple 
Step DW Cache 

Value 
Memory to 
allocate 

Free 
Memory 

RT 

0 DW1 130 MB 140 MB 10 MB 5s 
DW2 80 MB 90 MB 10 MB 7s 

1 DW1 130 MB 130 MB 0 MB 5s 
DW2 100 MB  100 MB 0 MB 6s 

2 DW1 120 MB 120 MB 0 MB 5.3s 
DW2 110 MB  110 MB 0 MB 5.5s 

In start at s0 we have a given cache allocation along with 
the available memory for each data warehouse. At s1 the 
heuristic is run the first time. It takes all the available 
memory from the performing data warehouse (DW1) and 
redistributes it to the non performing (DW2). So DW2 
gains all the free memory (20MB) from s0.  As the differ-
ences in response times are still important, it goes further 
at s2. Here, it takes some memory from DW1 by force, 
leading to a decrease in performance for DW2. But as 
seen, we gain an important amount of performance for 
DW2, and now the response times for the two data ware-
houses are close. 
 It is important to note that this heuristic is independent 
from the previous one, and in addition the two heuristics 
are mutually exclusive. This means that in the moments 
when this heuristic is considered, the other does nothing. 
This is why between the two tables we differentiate be-
tween “Time” and “Step”. An example of usage is to run 
the individual self-improvement heuristic once each day 
(from Tuesday to Friday), and the group reallocation heu-
ristic once at the beginning of each weak (Monday). 

4 Combining the elements 
Having the two main aspects, knowledge formalization 
and autonomic capabilities,  the final and innovative stage 
in our approach is to combine them. In order to do this we 
base on the preliminary works presented in [[Nicolicin-
Georgescu et al.(2009)]]. The solution proposed the appli-
cation of ontologies and ontology based rules (describing 
business rules) with autonomic computing for improving 
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average query response times in data warehouse.  The 
concept is the same, but in this previous work we only 
described how can simple businesses rules can be used to 
improve data warehouse performance. There is no indica-
tion to how heuristics are used within the autonomic man-
ager loop. 

4.1 System implementation 
In previous works, we were proposing a division of the 

knowledge in the system into static knowledge and dy-
namic knowledge. Based on this organization we imple-
ment the new presented elements. The means of know-
ledge formalization do not change, static knowledge being 
implemented with the help of ontologies and OWL3 whe-
reas the dynamic aspect is expressed with ontology based 
rules via the Jena Rules4 formalization. The ontology con-
tains over 150 concepts and 250 axioms, whereas a num-
ber of 30 rules are based on it. From what we have pre-
sented, we focus on the dynamic aspect, as it includes the 
two heuristics projected on the phases of the autonomic 
computing.  

The first step in order to understand how rules are or-
ganized is to understand how the autonomic managers on 
the different hierarchical levels communicate. As seen the 
group heuristic reallocates memory and excludes the indi-
vidual heuristic. In order for the autonomic managers to 
communicate, we propose a hierarchy of the autonomic 
phases, corresponding to the architectural structure. Fig-
ure 3 show how the four phases of autonomic manager are 
projected on the architectural levels.  

We notice how the monitor phases ascends, starting 
from the lowest level (data warehouse). This means that 
first the data regarding the data warehouses are gathered, 
then the application, and then the physical server. Then 
the analysis is made top down from the physical server to 
the data warehouse level.  Retaking the memory allocation 
example, first the server allocates memory between its 
applications, then each application allocates in turn to its 
data warehouses etc. Then the planning stage ascends 
again, the changes are planned from the analysis level 
starting with the data warehouses and finishing with the 
physical server. Last, the execution phase makes changes 
top down similar to the analyze phase. A change in the 
RAM memory is first done to the physical server, then the 
applications receive the new memory and then the data 
warehouses change their memory (now possible because 
the memory has already been changed at application lev-
el). 
Figure 3 - Autonomic Manager phases projection on the 

architectural levels 

 
                                                 

3http://www.w3.org/2007/OWL/wiki/OWL_Working_Grou
p 
4 http://jena.sourceforge.net/inference/#rules 

We exemplify below how the system is implemented on 
each of the four phases. 

Monitor 
For the monitor phase, in order to obtain the cache values 
and average response times, we use SQL data bases that 
are filled with the help of vbscripts via the api provided by 
Hyperion Essbase. Then, to transform and load this know-
ledge in the ontology, we pass via a java program using 
the Jena API and a set of correspondences that links the 
data from the SQLdbs to ontology concepts. Table 3 
shows how some parts of how a data warehouse is 
represented in the ontology: 

Table 3 - Data Warehouse ontology representation 
Subject Predicate  Object 
?dw rdf:type DataWarehouse 
?app rdf:type PhysicalApplication 
?dw isChildOf ?app 
?dw hasAvgResponseTime ?avgt 
?dw hasPrevAvgResponseTime ?prevt 

We can see two classes, the DataWarehouse and the 
PhysicalApplication. Each of these classes consist from 
multiple instances as OWL individuals. The ?dw is one 
such individual that is linked to an ?app individual by the 
OWL object property isChildOf . This property establish-
es the hierarchical relations between individuals from the 
different hierarchical levels. Then, there are two OWL 
data type properties that are linked to the ?dw and express 
the current and previous average response time for ?dw. 
The values for these properties are filled from the SQL 
dbs that contains to the data warehouse monitor informa-
tion. 

Analyze 
Once this phase of monitoring and pre-processing of in-

formation is done, the system passes to analyze. We 
present below two rules that formalize a cache decrease. 

Rule Description 
(?dw cp:hasPrevAvgResponseTime ?prevt) 
(?dw cp:hasAvgResponseTime ?avgt)  
(?dw cp:hasAlgorithm ?alg)  
(?alg cp:hasDelta ?delta)  
quotient(?t, ?avgt, ?prevt) le(?t, ?delta) -> 
(?dw cp:hasState cp:DecreaseCache) 

Validate a cache 
decrease via the 
individual heu-
ristic 

(?dw cp:hasState cp:DecreaseCache)  
(?dw cp:hasIndexCacheMin ?ic_min)  
(?dw cp:hasIndexCache ?ic) 
(?dw cp:hasAlgorithm ?alg)  
(?alg cp:hasStep ?step)    
product(?p, ?ic, ?step) difference(?ic_new, 
?ic, ?p) ge(?ic_new, ?ic_min) -> 
(?dw cp:hasIndexCache ?ic_new) 

If the decrease of 
cache is re-
quested, test if 
the new value is 
not under the 
minimal value. If 
not enable the 
new change. 

The first rule test to whether the cache values for a sin-
gle data warehouse can be decreased, accordingly with the 
individual heuristic. We have again the ?dw individual, an 
instance of the DataWarehouse class, with the two data 
type properties from Table 4.  In addition we have a new 
object property that related the ?dw with an the individual 
heuristic algorithm. The rule compares the rapport be-
tween the two average times (current and previous) with 
the delta of the algorithm. If the rapport is lower than del-
ta, the ?dw becomes into a new state, in which it is al-
lowed to decrease its cache. Otherwise, nothing changes. 
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The second rule makes use of the results of the first 
rule. If the DecreaseCache state has been generated by the 
first rule, then it tries to see whether or not the operation is 
possible. Two new data type properties are introduced for 
the ?dw: hasIndexCacheMin and hasIndexCache, which 
represent the values of the minimum threshold and the 
current value of the cubes index cache. These values are 
equally filled from the monitor phase. The rule retakes the 
individual heuristic algorithms’ parameters (step this 
time) and tests if by modifying the index cache with its 
formula, the new index cache value is greater than the 
minimum one. If so, it changes directly the current index 
cache value to the newly computed one. 

Plan and Execute 
The plan and execute phases are linked to each other. 

As the new cache values are calculated, there is a prepara-
tion of VBscripts that will be run via the program. These 
scripts will change the values of the caches in the Essbase 
cubes, according to the new values proposed by the ana-
lyze phase. At the end of the execution phase, practically 
the inverse monitor operation of data processing is made. 
The cache values are passed from the ontology to the 
SQLdbs and then to the modification scripts.   

4.2 Experimentation and Results 
For our experiments we considered the following sce-

nario: on an existing server, we created an Essbase appli-
cation with two cubes. The cubes contain in average 11 
principal axes and 27 level 2 axes and the data file has an 
average size of 300MB. With this configuration, we car-
ried several tests, simulating a period of 14 days (time 
stamps period). Each time-stamp, a series of random que-
ries (from a given set) was executed so that activity on the 
application was simulated. The individual data warehouse 
self improvement heuristic is running each day, whereas 
the group heuristic is running once each 4 days. Figure 4 
shows the evolution of the response times for the two data 
warehouses with the evolution of their total cache alloca-
tion: 

 
Figure 4 - Average Response Time evolution with cache 

allocations 
Again, the objective is to obtain better average response 

times with lower cache values. First what we notice is that 
at the end of 5 days we already have a good ratio response 
time/cache allocation. The data warehouses improve 
themselves fast, and then once reaching a good point, they 
oscillate around this point. This oscillation is shown by 
the peaks on DW2 that tries each time to improve more its 
performances, but it can’t due to the heuristic constraints 

in terms of delta. Their impact on the system is felt in 
terms of the performance drops the days where the peaks 
are noticed. By limiting the number of peaks (i.e. after one 
or two peaks the system should no longer try to optimize 
under the same circumstances) we avoid the risk of such 
drops. But, we also have to take into consideration that by 
limiting the number of peaks (by forcing the algorithm to 
stop for instance at a certain point) we risk to miss some 
needs of improvement due to reconfiguration aspects. The 
ideal would be to leave the heuristic running as usual and 
not to force the algorithm to stop, but not to accept the 
cache decreases once a certain level of performance is 
reached. One of the future directions and improvements is 
the introduction of attenuation mechanisms in the loop. 

So, in numbers, at the end of the sixth day: DW1 looses 
very little in performances (~2%), DW2 gains substantial 
performances (~80%), and the total cache used by the 
application is decreased by ~60%. So the sacrifice of 
DW1 was worth from the perspective of the entire system. 
These results prove how an efficient way of improving the 
data warehouse group performances can be achieved in an 
autonomic manner, without the intervention of a human 
expert.  

5 Conclusions 
This article presented a way of using ontologies and auto-
nomic computing for improving query response times in 
data warehouses groups by modifying cache memory al-
locations. It has presented this applied to the problematic 
of shared resource allocation in groups of data ware-
houses. Also, the article presented a proposition of replac-
ing some of the human expert’s work by introducing au-
tonomic and human independent ways of managing data 
warehouses.  

We have proposed a division and formalization of the 
knowledge used for configuring groups of data ware-
houses by using ontology and ontology based rules. Also, 
we have proposed an organization of this process based on 
the autonomic computing considerations. It is not the first 
attempt to combine the two [Stojanovic et al.(2004)], but 
the novelty is from using such techniques in the domain of 
decision support systems and especially in the groups of 
data warehouse improvement. 

Our future directions are to expand the data warehouses 
described above so that our prototype can prove its effi-
ciency on a larger spectrum of rules and indicators. Our 
purpose is to integrate the prototype presented here with 
more than one aspect (data warehouse cache allocations 
based on response times) of decision support systems. We 
also intend to approach the notions of Service License 
Agreement (SLA) and Quality of Service (QoS), by intro-
ducing the QoS as a performance indicator in the system. 
SLA considerations such as application priority and im-
portance depending on utilization periods, are two aspects 
that are little approached and equally very important in a 
decision support system. Also in terms of autonomic loop 
control, we take into consideration the usage of mechan-
isms for avoiding peaks and unnecessary loop passages. 

As the domain is relatively new we try to bring as much 
support as possible for future development in the direction 
of autonomic knowledge based decision support systems. 
We follow the changes with the new technologies and 
hope that our work will be useful in this expanding envi-
ronment. 
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In order to realise a truly distributed knowledge-based
system not only the knowledge processing step has to
be carried out in a distributed way, but also the knowl-
edge acquisition step. This paper’s focus1 lies on the dis-
tributed knowledge sources of the SEASALT architecture
[Reichle et al., 2009a] and their management and (opti-
mised) querying using a Coordination Agent [Bach et al.,
2008]. Within SEASALT knowledge modularisation is re-
alised in the Knowledge Line that is based on the principle
of product lines as it is known from software engineering.
We apply this to the knowledge in knowledge-based sys-
tems, thus splitting rather complex knowledge in smaller,
reusable units (knowledge sources). Moreover, the knowl-
edge sources contain different kinds of information as well
as there can also be multiple knowledge sources for the
same purpose. Therefore each source has to be described
in order to be integrated in a retrieval process which uses a
various number of knowledge sources.

A so called Knowledge Map organises all available
knowledge sources that can be accessed by a Coordination
Agent that creates individual requests and combines infor-
mation. The term Knowledge Map originates in Daven-
port’s and Prusak’s work on Working Knowledge [Daven-
port and Prusak, 2000] in which they describe a Knowledge
Map from the organisational point of view mapping human
experts in a large organisation or company. We transfer this
concept to an intelligent agent framework that coordinates
different knowledge sources.

The Coordination Agent navigates through the Map and
subsequently queries the individual knowledge sources and
thus creating an individual path through the map[Reichle-
Schmehl, 2008]. There are dependencies between knowl-
edge sources, a dependency exists if one source’s output
serves as another’s input and thus enforces a subsequent
query. Since the dependencies between knowledge sources
can take any form, the Knowledge Map is implemented as
a graph where each knowledge source is represented by a
node and directed edges denote the dependencies. Retrieval
paths are computed based on the information a user gives
in an individual query and the properties of the knowledge
sources. Our current implementation provides an a-priori
computation of the retrieval path using a modified Dijkstra
algorithm to determine an optimal route over the graph.

Considering knowledge sources, different characteris-
tics, and aspects on which to assess knowledge source
properties come to mind. The possible properties can re-
fer to content (e.g. quality or topicality) as well as meta-
information (e.g. answer speed or access limits). In detail

1 This is a one-page abstract for the full paper and references
see [Reichle et al., 2009b]

we have identified the following knowledge source (meta
and content) properties.
• Meta properties: Access Limits, Answer Speed, Eco-

nomic Cost, Syntax, Format, Structure, Cardinality,
Trust or Provenance
• Content properties: Content, Expiry, Up-to-dateness,

Coverage, Completeness
While these properties can be easily described and mod-

eled, there are also more complex knowledge source prop-
erties. One of these more complex properties is quality:
The quality of a knowledge source comprises many differ-
ent aspects and we thus propose to also allow for compound
properties to also permit the description of complex prop-
erties. Compound properties are the (weighted) sum of any
number of the above presented simple topics.

Not all of the properties presented above are fully unre-
lated. The properties syntax, format, structure and cardinal-
ity for instance are partially related which allows for some
basic sanity checks of their assigned values; also some of
the properties such as answer speed, syntax or structure
can be automatically assessed. Apart from these possibil-
ities for automation the knowledge source properties cur-
rently have to be assessed and maintained manually by a
Knowledge Engineer who assigns values to the properties
and keeps them up to date.
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Abstract. Wikis are prominent for successfully supporting the quick
and simple creation, sharing and management of content on the web.
Semantic wikis improve this by semantically enriched content. Currently,
notable advances in different fields of semantic technology like (para-
consistent) reasoning, expressive knowledge (e.g., rules), and ontology
learning can be observed. By making use of these technologies, semantic
wikis should not only allow for the agile change of its content but also
the fast and easy integration of emerging semantic technologies into the
system. Following this idea, the paper introduces an extensible semantic
wiki architecture.

Fig. 1. The semantic wiki extension space: To support flexible knowledge engineer-
ing semantic wikis should be extensible along all the three dimension Formalization,
Reasoning and Presentation

Resubmission: The original full paper has been published in: Proc. of
SemWiki 2009 - The Semantic Wiki Web, Workshop co-located with the 6th
European Semantic Web Conference, Crete, Greece (2009).
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Abstract
Experience Management in knowledge work has
to take the execution of rather individual tasks
into account. Therefore it is particularly impor-
tant to provide a scheme that represents and al-
lows to grasp the rather individual but reoccur-
ring aspects in knowledge work. Task pattern
approaches address this demand. In this paper
we present two task pattern approaches: Personal
Task Patterns focusing on individual task exe-
cution and resource handling and Collaborative
Task Patterns for the support of process-related
aspects. We show how both approaches can be
combined and supplement each other.

1 Introduction
Experience sharing in knowledge work has been identified
as a general challenge for knowledge management. This is
mainly caused by the fact that knowledge work is largely
self-determined, ad hoc, and often hidden, e.g., in email
traffic [1]. Nevertheless, the demand for experience trans-
fer in knowledge work is immense [2]. One reason is
that the general fluctuation of employees in organizations
requires the preservation and redistribution of execution
knowledge to mitigate the risk of loss of experience since
generally standard training for such work cannot be pro-
vided [3]. On the one hand, people who are new in an or-
ganization need to familiarize themselves with established
proceedings. On the other hand, even domain experts of-
ten must solve unforeseen exception-to-the-rule problems.
Even if best practices for extensive tasks such as projects
are compiled after completion, such ex-post descriptions
of tasks lack details and context reference that is required
to fully understand the proceeding. Therefore methods that
are more closely associated to actual task execution are re-
quired.

The most apparent way of transferring task experience
seems to be the copying of task information as made avail-
able by some task management systems [12]. Instead of
this direct task-to-task transfer we have suggested the use
of task patterns to mediate the experience transfer [4]. Such
task patterns originate from aggregation of individual task
cases and provide information in the form of consolidated
templates to users. One of the advantages of this approach
is the clear separation of personal knowledge, which is con-
tained in individual task data, and public task experience,
which is represented in the task pattern. The separation
helps motivate users to participate in the process of expe-
rience sharing by contributing to task patterns since their
privacy remains respected [16].

Regarding the structure of task patterns, we have found
that they can be either more information-oriented or more
process-oriented. This distinction has led to the develop-
ment of two kinds of task patterns which we call Personal
Task Patterns (PTP) with a specific focus on the informa-
tion aspect and individual execution [17; 21] and Collabo-
rative Task Patterns (CTP) to support process-related as-
pects [22]. Although both approaches are based on the
same principles and problem analysis, as described in [4;
15], they have been developed independently. In the current
paper we want to describe how both types of task patterns
complement each other and jointly allow for an extensive
organizational experience capturing and reuse.

Both CTP and PTP apply a similar interaction schema.
Users get support in executing their tasks, either with re-
spect to collaborative aspects or with respect to information
aspects, and in return they contribute to the enhancement of
the used task patterns. This is based on the principle that
task patterns provide guidance but always allow the users
to deviate from the given suggestions. Moreover, users are
encouraged to make their deviations public if this appears
appropriate to them. The reuse and the incorporation of
deviations in the task pattern increase its maturity. The
enhanced task patterns are made accessible to other users
without additional effort via a task pattern repository. The
interplay of task pattern retrieval, use and enhancement re-
alizes a task pattern lifecycle [6].

So far the two types of task patterns are embedded in
different task management systems called Personal Task
Management (PTM) and Collaborative Task Management
(CTM), respectively. In the following we want to outline
the central features of PTM and CTM and how they are
supposed to work together. Some of the described features
are already available, as can be seen from other publica-
tions [22; 21; 19]. Other features are planned to be realized
in the project MATURE1. Here we give an outlook to such
a system and describe what the user interaction will look
like.

The paper is structured as follows. In Section 2 we give
a short overview of the Personal Task Management and its
implementation on the NEPOMUK Social Semantic Desk-
top2 and introduce the PTP conception. In Section 3 we
present the Collaborative Task Management and describe
how it supports process planning in a knowledge work set-
ting. This includes the presentation of CTP. In Section 4 we
discuss the complementarity of Personal and Collaborative

1For further information about the project MATURE see:
http://mature-ip.eu/en/start

2For further information about the project NEPOMUK see:
http://nepomuk.semanticdesktop.org
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Task Management that is reflected in a complementarity of
the task patterns, respectively. In particular, we show how
experience reuse can be realized based on the introduced
concepts. In Section 5 we refer to related work that is rele-
vant for the present approach before we finally discuss the
results in Section 6.

2 Personal Task Management on the
NEPOMUK Social Semantic Desktop

Task execution involves the complex interplay between in-
formation and work activities [7]. Although knowledge
work is rather contingent it also includes reoccurring tasks
and task schemes. In order to grasp these reoccurring fea-
tures we have developed an infrastructure that supports
their identification and management, the Personal Task
Management implemented on the Semantic Task Manage-
ment Framework (STMF) as the fundamental infrastructure
[6]. This infrastructure is part of the NEPOMUK Social
Semantic Desktop [8]. The integration of the PTM in a
semantic framework allows the seamless semantic integra-
tion of information objects and task representations. This
is a central precondition for a task pattern approach that
aims at a consequent reuse of work-related information ar-
tifacts. The STMF serves as the foundation of semantic
task management that offers task-related web services over
the entire desktop.

As the central task management application that uses
the STMF task services we have developed the KASIMIR
sidebar for personal task handling [9]. It shows all tasks
that are known to the STMF from whatever desktop ap-
plications they originate. In this way it provides a con-
solidated overview of all personal tasks. KASIMIR does
not only give users an overview of their current tasks but
allows them to assign basic properties, involved persons,
used information objects, links, and subtasks to task. These
task resources are information sources which the user reg-
ularly needs during task execution. They are represented
in NEPOMUK semantic network and the semantic infor-
mation can also be used by other desktop applications. A
central goal of the task pattern approach has been to im-
prove task execution by offering relevant information via
Personal Task Patterns (PTP) and integrate this support di-
rectly in KASIMIR although in principle these task patterns
are also accessible from other application.

PTP are structures that aim at the registration of all in-
formation artifacts used in a task. The information con-
tained in PTP results from the executions of similar tasks
which have been assigned to a pattern. Users can ignore
suggested resources or add additional ones. In this respect
the task pattern approach significantly differs from tradi-
tional workflow. Based on their experience and during the
task execution users can supplement or modify the used
PTP. Afterwards PTP can be exchanged between users or
made public although the latter step is not mandatory. All
deviations from the PTP are tracked by the STMF (as part
of the personal desktop) in order to support users in updat-
ing PTP. This proceeding finally leverages a task pattern
lifecycle [6].

2.1 Personal Task Pattern Details
The PTP recommends information assets by means of Ab-
straction Services. These are recommender services that
suggest subtasks, information objects or persons to involve
in the task. They describe the purpose of the recommended

information object in the respective task context and pro-
vide descriptions of objects on different abstraction levels.
In the current implementation they provide lists of objects,
examples or conceptual description.

While the general descriptions and templates are mainly
independent from the particular tasks, information objects
and involved persons can depend on the particular con-
text. The support of different abstraction levels is impor-
tant since the offered information often require different
degrees of abstraction: for a travel to Canada one needs to
fill out specific forms (explicit recommendation) whereas
the organization of the travel is often governed by more
general aspects such as the bookmark of the internal travel
request system or contact persons in case of problems (con-
ceptual description).

PTP offer 4 different types of information: Exemplary
Tasks, Abstraction Services, Decisions with Alternatives,
as well as Problems and Solutions. In the following we
point at some details while further explanations can be
found in [21].

Abstraction Services:
The Abstraction Services provide information that helps

users identify basic activities or resources to be used in their
task. There are three basic types of Abstraction Services.
(1) Information Abstraction Services and (2) Person Ab-
straction Services which guide activities on information ob-
jects and recommend possible collaborators required in the
task context. (3) Subtask Abstraction Services suggest suit-
able subtasks that can be executed independently as proper
tasks. As such they can make use of other task patterns.
Thus Abstraction Services allow a guided decomposition
of a task.

Decisions as filters:
Similar tasks often include similar decisions and action

alternatives. The corresponding action alternatives consist
of a set of Abstraction Services while the alternatives are
realized by a filter function for the available Abstraction
Services. The rationale of this filter functionality is that the
decision for one of the alternatives redundantizes specific
task options represented by the Abstraction Services. For
example, in the business travel case a decision in a task pat-
tern might offer the alternatives to travel by plane or train.
Once the task performer has decided for plane the Abstrac-
tion Services related to train such as the bookmark to train
connections are no longer offered to the task performer.

Problems and Solutions:
PTP also include certain problem statements [10] which

occurred in tasks that used this pattern. Knowledge work
is often characterized by unforeseen situations which re-
quire particular handling. Aid in these cases is especially
needed if the task performer lacks experience. Therefore
PTP provide a list of known problems specific for the type
of task. Each problem can be associated to different solu-
tions. Problems and solutions are given as short textual de-
scriptions. The Solution additionally includes a description
of the necessary activities. These activities are supported
by suitable Abstraction Services. This allows the task per-
former to build up problem awareness and supports their
solution.

2.2 From Tasks via Email to Collaboration
Task management in knowledge work requires the flexi-
ble collaboration with other users. This can even mean the
transfer of metadata among collaboration partners to foster
the semantic integration of the users’ individual semantic
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networks and mutual understanding [19]. In this respect it
is important that we give users the opportunity to (1) eas-
ily handle task and metadata that arrive via email and (2)
create emails in which metadata can be easily included.

Within KASIMIR the delegation process is simplified
by offering a delegate a task as individual task functional-
ity. This helps users prepopulate an email with content and
metadata that is available from the task. Users can directly
select people to which they want to send the email from the
list of persons involved in the task. With one click from the
detailed task information they can open a selection screen
that allows her to select those task resources that should be
sent to the collaborators and an email form including copies
of the resources and the respective metadata is opened.

By delegating or sharing tasks via email, the semantic
annotations (e.g., tags, comments, bookmarks, etc) inher-
ent to the task can be easily transferred to other project
members. Since users often consider semantic annotations
a tedious work, the sharing of semantic metadata via email
can save a considerable amount of time. Incoming emails
are checked for their relevance to the STMF and in case
they originate from a STMF task context they are processed
by the task framework and the metadata are incorporated
in the NEPOMUK network. Users usually spend a signifi-
cant amount of their workday filing and archiving incoming
emails. However, decisions in which folder the information
objects are to be stored, which name is appropriate and so
on are fundamentally difficult regardless of the item being
filed. Filing takes time and the folders that are created to-
day may prove to be ineffective or even an impediment to
the access of information in the future [18].

3 CTM Support for Collaboration
The Collaborative Task Manager (CTM) provides a differ-
ent framework and supports other activities. It allows users
to model, exchange and reuse lightweight, user-defined col-
laborative task structures. Thus, CTM concentrates on a
structure to represent agile, human-centric business pro-
cesses which emerge from tasks with attached subtasks,
which again can contain subtasks and so on. Addition-
ally information objects can be attached to these process
structures for direct reuse. To support the handling of these
processes the CTM system provides services to manually
refine tasks in form of Collaborative Task Patterns (CTP)
and realizes a process flow representation of tasks [14].

The CTM also provides general task management func-
tionalities, extended by opportunities for process compo-
sition and collaboration via email. Support for process
tailoring is provided by a close integration of the process
definition in the actual user working environment. Emer-
gent processes are grasped behind the scenes and gener-
ally made available for overview of evolving collaborative
tasks and for reuse in recurring cases. The capturing and
repeated execution of user activities in a software system is
known as ”programming by example” [24]. The CTM en-
ables collaborative programming by example of agile pro-
cess models, where users shape the emergent process in
their area of expertise. In [22] we have described a frame-
work for this lightweight composition of ad hoc business
processes. It enables users to create hierarchical task lists
by breaking down tasks into subtasks. Tasks are delegated
via email. The recipients can further break down the re-
ceived tasks and delegate the resulting subtasks to other
end users. Changes of individual tasks in the user’s per-
sonal task lists are tracked through web services on a cen-

tral server instance where task data is replicated in a track-
ing repository. This means that the CTM is mainly a col-
laborative tool while privacy aspects play a minor role. It
is the most natural procedure since the CTM is mainly
concerned with collaborative processes. The tracking of
the email exchange is made accessible as Task Delegation
Graphs (TDG). TDGs represent agile process models that
are captured as actual process execution examples and con-
tain all task data including artifacts (attachments) and infor-
mation on persons’ involved in the process. TDGs enable
informed participation of end users in process composition
by providing a workflow-like overview of evolving collab-
orative tasks beyond the capabilities of common email and
task lists.

The introduced framework enables the lifecycle manage-
ment of agile process models through extraction, adapta-
tion, and reuse of Collaborative Task Patterns (CTP) [6].
The CTP are designed as reusable task structure rather than
information nodes, comprising tasks and their subtask hi-
erarchies. They also store the complete context informa-
tion of the contained tasks such as description, used re-
sources, involved persons etc. CTP can be enacted to cre-
ate a new process instance and execute it along the pro-
vided example activity flow. This flow can be altered by
changing suggested task delegations or reusing referenced
CTP hierarchies. CTP adaptation and reuse can result in
evolution and complementation of captured process exam-
ples. This evolution is traced through task instance-based
ancestor-descendant relationships [22]. In this way CTP
enable users to establish best practices and to trace best-
practice deviations in application cases.

3.1 Task Pattern in CTM
CTM realizes patterns on two granularity levels. On the
one hand the TDG with their process-like overview, on the
other hand the sharing of personal task lists. These pat-
terns rely on a process of iterative adaptation and reuse
which can result in refinement of captured process exam-
ples. CTM enables tracing of evolving patterns through
task instance-based ancestor/descendant relationships [11].
These are iteratively generated between the tasks in the
originating hierarchy and the corresponding tasks in the re-
sulting hierarchy when a task hierarchy is reused.

These task lists shared as pattern do not include an ab-
straction mechanism as we find it in the STMF. They rely
on example-based transfer of task execution knowledge.
Thus, the strength of patterns in the CTM lies in the repre-
sentation of personal task hierarchies of different users and
their relationships resulting from former delegation flows.

3.2 CTM Workflow Modeling and STMF
Integration

In CTM, the captured pattern evolution is used to detect
regularly occurring process fragments. The CTM enables
transformation of user-defined TDG to formal workflows.
This bridges ad hoc and formal process representations.
The resulting graphs show non-formalized, ad hoc user be-
havior which is not constrained by formal business rules.
The formalizing transformation process requires a domain
expert who is able to use the given data as basis for a bet-
ter understanding and a modeling based on empirical data.
The degree, to which the generated formal workflow mod-
els require correction or complementation, depends on how
the users work with ad hoc CTM tasks.

With respect to an integration of CTM and STMF we
plan the following proceeding: The STMF already supports
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the delegation of subtasks via email. Therefore it is planned
to use the existing user interface in KASIMIR to create
CTM tasks. Thus, the CTM is just regarded as another
desktop application making use of the STMF web services.
When delegating a subtask, users select subtask metadata
which are to be sent with the CTM tasks. These tasks de-
scribe independent but subordinate activities as part of the
task owned by the sender. Therefore they appear as proper
tasks on the recipient’s side. The integration is facilitated
by the fact that all NEPOMUK Semantic desktops share a
basic Personal Information Model Ontology (PIMO) [13]
to describe information objects. This is a precondition for
the sharing of metadata within project teams.

The STMF also reads the tasks received in the CTM and
transfers them to the NEPOMUK repository. The corre-
sponding metadata are included so that the user does not
only get the task data but also the semantic graph related to
the email. This disburdens them from the task to addition-
ally annotate the received attachments.

4 Complementarity of PTM and CTM
Summing up, the PTM has been designed as a system
for personal task management on the desktop whereas the
CTM has been designed as a collaborative task manage-
ment system that focuses on the relations between tasks
and the joint use of resources. The transition of tasks from
the PTM to the CTM can be seen as the transition from
the private to the public sphere. This is emphasized by the
fact that tasks are manually transferred from the PTM to
the CTM as a conscious act of publication. This allows the
user to decide which part of the so far private task-related
information is transferred to the CTM.
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Figure 1: User perspective on how KASIMIR and CTM
work together

In Figure 1 we show the user perspective of the interplay
of PTP, which are accessible via the KASIMIR task man-
agement application, and CTP, which are accessible via Mi-
crosoft Outlook. While users transfer tasks between both
systems they can make use of the respective task patterns in
each system. This means that in Outlook, where they deal
with the delegation of tasks, they get support with respect
to underlying process. In KASIMIR such process aspects
are not necessary and will not be offered. Both KASIMIR
and the Outlook Add-In of CTM use the task services of-
fered by the STMF to exchange task data.

Although PTM and CTM address the same problem [4]
the different design orientations influences the way how the

respective task patterns are defined. While the CTP ad-
dresses the collaborative, i.e., process related, aspects, the
PTP concentrates on the personal task handling including
specific use of resources and chronological order of their
usage, i.e., the focus on the personal reuse of experience
gained in particular executions of tasks. The guidance pro-
vided by the Abstraction Services is only one example how
this personal guidance is realized.

Email is an established and safe way of information ex-
change in enterprises. It is generally available and mainly
platform-independent. Email also supports the transfer of
metadata among collaboration partners. In this way it fos-
ters the semantic integration of the individual semantic net-
works of different users. The importance of the possibil-
ity to (1) easily handle tasks and metadata that arrive via
email, and (2) to create emails in which metadata can be
easily included has led to the decision to choose email as
delegation channel. The coupling between PTP and CTP
is realized via individual tasks. When tasks are transferred
between PTM and CTM the relationship between them be-
comes part of the task data. When a PTM task becomes a
CTM task, the PTM task stores the identifier of the CTM
task so that a later identification is possible, e.g., when the
delegated task is completed.

PTP and CTP together cover the entire spectrum of work
experience that can be reused. They provide the means of
extensive experience handling including the following as-
pects:
• Collaboration: The CTP describes all aspect of col-

laboration and division of labour. This does not only
hold for individual delegation steps but for entire pro-
cess chains with repetitive delegation.
• Resource Handling: The PTP describes which re-

sources have been used in specific kinds of tasks and
their role using Abstraction Services.
• Problem Solving: The PTP describes individual prob-

lems that occurred during the execution of specific
task types. This information helps other users to find
solutions when they face similar problems.
• Decisions: The PTP supports users in making typ-

ical decision situations in tasks transparent and of-
fering the known alternatives. This functionality can
show existing alternatives and helps users to recognize
branching points in the execution.

The complementarity of task patterns also solves a spe-
cific problem of PTP. Since they possess a mainly private
character they are not generally accessible in organizational
repositories. This raises the questions how users get ac-
cess to them. Let us assume that a user receives a CTM
task that she accepts and transfers into her PTM. So far no
PTP is used. However, the PTM can now send a request to
the CTM in order to find task patterns that were previously
used for this kind of task. So far the users do not get access
to suitable PTP which might reside on the desktops of other
users. However, if they possess a personal relation to some
of these users, e.g., via a network of trusted relationships,
they are able to ask the specific user for access. Of course
there might be more possibilities how such a relationship
can be established but this seems to be a straightforward
way.

The advantage for users of the PTM is that the integrated
system allows them to delegate tasks via email and also to
exchange metadata this way. Such collaborative require-
ment can be considered as mandatory for an organizational

FGWM

43



task management system. On the other hand, the users of
the CTM obtain the possibility to integrate task related in-
formation in their personal semantic network as it is pro-
vided by the NEPOMUK social semantic desktop. The
semantic desktop enables them to make use of task infor-
mation in their personal information management [20] and
helps them to keep it accessible instead of loosing track of
it in some task management silo.

The advantage of this approach is that it is not only pos-
sible to transfer rather abstract and high level information
but also very detailed and rich information. Moreover, the
requesting user finds a contact person with the provided
information while at the same time this contact person is
disburdened by the richness of the data which often avoids
asking additional questions. Thus, both parties profit from
the transaction.
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Figure 2: Main task pattern elements for PTP and CTP

In Figure 2 we have described the main elements of PTP
and CTP. For PTP the reference to all users, resources, and
subtasks is mediated by Abstraction Services in order to
group objects with the same role and allow context depen-
dent access. In this way the access to these objects becomes
more comprehensive to the user [21]. Moreover, PTP use
the Abstraction Services to support higher level entities
such as Decisions and Problems. Besides, also the direct
use of Abstraction Services is possible. In contrast, CTP
take tasks and their procedural relationships as the central
aspects. Related to this process is the fact that delegation
and ownership are explicitly considered. On the other hand,
artifacts are only considered as simple resources that are
general usable. Details of the CTP model can be found in
[22; 23].

4.1 Task Pattern Evolution
The decisive point for experience management is the con-
tinuous improvement of task patterns. In both CTM and
PTP, the experience management is based on the recog-
nition of users’ deviations from best-practice suggestions.
Both task management systems provide means to trace
such deviations through task instance-based relationships
[21; 22], even if PTP and CTP focus on the individual and
collaborative aspects, respectively.

When a CTP is exported from an executed process and
saved to a remote task patterns repository, all resulting tasks
receive ancestor references to the corresponding original
tasks in the tracking repository. If a remote CTP is applied,
the resulting tracked tasks receive ancestor references to the
corresponding tasks of the remote CTP.

In the PTM the update of PTP works in a similar way.
KASIMIR provides functionalities to maintain PTP and re-
lated objects like Abstraction Services, Decisions with Di-
rections and Problems with Solutions. It allows the auto-

matic transformation of task instances to PTP. Therefore
a detailed overview of the connected tasks and their use
contexts is provided to the user. Additionally classes of
attached objects optionally in a task journal view which
shows their temporal relation as presented in [10] is pro-
vided. Such additional task information gives an overview
of the different tasks belonging to the task classes described
by a PTP.

The general interplay between PTP and CTP can be de-
scribed as follows. The CTP provides experience in terms
of process knowledge, e.g., hierarchies of tasks, people to
which tasks can be delegated and so on. They are gener-
ally public and provide an overview of the global processes
that take place. Experience regarding the execution of an
individual task, however, are rather stored in PTP. This con-
cerns resources that might be used, bookmarks, or subtasks
that are executed by the users themselves. The nature of
the PTP is mainly private and they provide detailed infor-
mation that might be partially requested from individual
users.

5 Related Work in Task-Oriented
Experience Sharing

The support of task execution in knowledge work has been
in the focus of different research projects. Many of these
approaches deal with the question how to share experience
by means of information captured in task-centric informa-
tion systems. We find two different types of experience
sharing. The first approach exploits task objects with sub-
tasks and attached information objects as templates; the
second approach uses abstractions of task information to
realize process-like representations of task execution.

The Task Navigator [5] combines task-oriented proactive
information delivery and tool support for task management.
Proactive information delivery means recommendations of
information objects based on former task execution. Ad-
ditionally users can make use of tasks as templates or use
process-like description of tasks (process-types). Proposals
and the reuse of tasks and process types are embedded as
recommendation lists into tree-like task structures.

An approach to support task execution by non-
prescriptive guidelines has been proposed in the context of
the Unified Activity Management project (UAM) [25]. Ac-
tivity Patterns have been proposed as dynamic structure to
disseminate task execution knowledge in terms of activi-
ties. Aspects of this concept have been realized as activ-
ity templates in Lotus Notes Activities [26]. Activity tem-
plates can be created by domain experts or be created based
on earlier task execution. They describe activities neces-
sary to execute a task. The template provides placeholders
which stand for objects used in the task context. Placehold-
ers lack the contextualization of information objects on dif-
ferent abstraction levels. Additional knowledge collected
by the community requires additional maintenance effort
to be included in the activity template. Although, the direct
reuse of such knowledge to enhance an activity pattern has
been proposed in [27] it has not been realized beyond the
presented paper-based user study.

The given overview shows the difficulty to find a use-
ful abstraction level for task execution support. Templates
based on individual tasks are often too case specific, while
process-like descriptions are too formal. Such templates
give users support in form of listed subtask and informa-
tion object recommendations for task cases and compli-
cate identification of purpose and context. Process mod-
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els are represented by complex flow-charts which fail to
adequately represent the flexible nature of task execution
and often overstrain the individual user. Different support
techniques combined in one system complicate the retrieval
and reuse of task execution knowledge. The presented ap-
proach avoids such differences by relying on one single
concept: Task Patterns with Abstraction Services which
can model different abstraction degrees, as Abstraction Ser-
vices are capable to include conceptual information, infor-
mation objects and information retrieval support. The Ac-
tivity Pattern approach of the UAM project provides an al-
ternative of task knowledge reuse and abstraction without
relying on process descriptions, but lacks a concept to dis-
tribute this knowledge to the user and a realization as soft-
ware.

With respect to the process oriented solutions we find
further approaches. One comprehensive approach, address-
ing the gap between completely ad hoc processes, which
are in the focus of Computer Supported Cooperative Work
(CSCW), and rigid, predefined business processes, which
are well supported through conventional workflow solu-
tions, is provided by Bernstein [28]. This approach pro-
vides “contextual basis for situated improvisation” by en-
abling delivery of “process models, process fragments, and
past cases” for tasks and providing shared, distributed-
accessible, hierarchical to-do lists, where different process
participants can access and enrich task resources and in-
formation. An extended state of the art study in the area
of flexible workflows and task management and a further
approach for integrating ad hoc and routine work is pre-
sented by Jorgensen [29]. He reveals major issues concern-
ing business process flexibility and how it can be facilitated
through interactive processes models.

Approaches focusing on completely ad hoc processes are
also known. A case-based approach for enabling business
process flexibility, where ”the knowledge worker in charge
of a particular case actively decides on how the goal of that
case is reached” is provided by van der Aalst et al. [30]. A
further solution of supporting completely ad hoc processes
is presented by Holz et al. [5]. It provides document-based
and task-based proactive information delivery, which en-
ables evaluation of similar cases and instance-based task
reuse. Thereby it is suggested that frequently recurring
tasks, relevant for an enterprise, are modeled more for-
mally using process types if the enterprise is willing to
make an investment into process modeling. Advanced tech-
niques for building personal knowledge spaces and wiki-
based collaborative document spaces are also integrated in
the latter solution.

The major difference of the frameworks presented in this
paper to the above mentioned approaches is that they fo-
cus on the unobtrusive support for ad hoc business pro-
cesses. They enable users to act as close as possible to
their usual work practices without confronting them with
new working environments or upfront process definition
tools. CTM unfolds emergent process structures mean-
while PTM supports the information oriented task execu-
tion. The motivation behind this approach is that enterprise
processes are generally executed by multiple actors, who
have different level of technical skills and different attitude
towards maintaining process data. At the same time analy-
sis, reuse and adaptation of knowledge-intensive processes
is often desired in a way similar to conventional work-
flows. The framework therefore enables end users with-
out advanced technical expertise or process understanding

to manage tasks in personal task lists, which are integrated
in a common software working environment. As such the
framework uses email, which plays a central role for the
exchange of tasks and task-related information in organi-
zations [22]. Behind the scenes, personal task hierarchies
of multiple process participants are reconciled to overall
enterprise processes in central repositories, where context
information and resources are provided on-demand to ad-
vanced users and process analysts. Thereby no formal pro-
cess modeling, explicit definition of rules or user roles is
required.

6 Conclusions
We have presented an approach that integrates two task
pattern methods for experience management in knowledge
work. While the first, CTM, focuses on process aspects,
the second, PTM, concentrates on the reuse of individual
work experience. Whereas the CTM addresses public in-
teraction patterns, the PTM tries to grasp rather private and
rich task execution data. Both have in common that they
are based on task patterns as means to transfer experience,
called CTP and PTP, respectively. The private character of
PTP becomes manifest in the fact that they only reside on
the users’ personal semantic desktop. This privacy is im-
portant for the acceptance by users. Nevertheless PTP can
be exchanged on a trusted person-to-person relationship. In
contrast, CTP are designed as public data so that they are
generally available. Thus, we have proposed to use net-
works of trusted relationships to support the distribution of
PTP mediated by CTP. This allows users find CTP and use
the relations between CTP and PTP to find and to request
access to the related PTP via trusted connections. This
seems to be a feasible way to spread the personal informa-
tion contained in PTP without violating the users’ privacy.

The fundamental advantage of this approach is that it
deals with very rich task information which is furthermore
closely integrated in the task execution process. Both CTM
and PTM aim at the provision of task related information
directly incorporated in the specific task management envi-
ronment. In this way users cannot only read best practice
but they can directly apply it in their own tasks.

In this way we avoid that work experience must first be
transformed into an abstracted form which afterwards must
be concretized in task execution again. During this pro-
cess of abstraction and concretion a considerable part of
the information gets lost. Often exactly these details con-
tain the really valuable information for experience manage-
ment. Another problem is that these details often get lost
in the course of the task execution or that they are not con-
sidered as relevant by those who later write best practice
reports. In any case it is easier to record the respective in-
formation in the course of task execution than ex-post.

An evaluation of the integrated system is planned on the
basis of a comparison to PTM as well as CTM, respectively.
The focus of such evaluation is to investigate whether the
users of the respective systems experience the additional
functionality as enrichment of their current task manage-
ment systems.

The integration is planned as part of the project MA-
TURE that aims at the realization of knowledge matur-
ing processes in organizations and networks of organiza-
tions. The task pattern idea reflects the core idea of MA-
TURE with respect to work experience from an organiza-
tional perspective since considerable knowledge is devel-
oped by individual users and must be preserved and further
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developed to gain its full potential in an organization. Task
patterns support this process by collecting individual expe-
rience and make it available to many others. They foster
the consolidation of experience since they bring together
the experience of various users who are motivated to con-
tribute their part to the collective memory in an unobtrusive
way.
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1 Introduction
A broad range of different semantic technologies have been
developed and standardized over the last years, but brows-
ing on web sites rarely takes advantage of them although
semantic descriptions can be supplied with RDF. We see
one reason for it in the missing linkage between this data
and the page content being presented to the user. Conse-
quently, the underlying data cannot be addressed via an
interaction with the visual representation. Despite having
already found what one was looking for in the document,
selecting the according data in a separate location is neces-
sary for further automatic processing.

Recently, a new formalism—RDFa [Adida and Birbeck,
2008]—that seeks to close this gap has been standard-
ized by the W3C. It defines some additional attributes for
XHTML and a mapping from the attribute values and the
document content into RDF triples. An important feature
in our context is the usage of selected text parts for lit-
eral properties and hence the explicit linkage between the
human- and the machine-readable representations. In con-
trast to the mapping, the handling of this linkage is left open
in the reference specification.

2 Contribution
In this work, we will introduce a novel way of handling
this linkage within the document object model and show
its utility for several new use cases for RDFa documents.
We propose an integration of the RDF statements into the
document object model of the XHTML pages as a generic
way to manage RDFa annotations. Covering resemblances
between the use cases it makes their handling easier.

In particular, we focus on applications and user inter-
faces that relate the annotations on web pages to know-
ledge from other sources. This means they operate in two
directions: extracted data from the page can be forwarded
and response data can be integrated right into the displayed
page in the browser, close to the respective annotated el-
ements. Of course, this approach is not limited to web
browsers but applies to HTML documents in general. For
instance, it could be used also for HTML e-mails.

3 Extension of the Document Object Model
With our integration of RDFa and DOM we are targeting
the visual representation of web documents. As the in-
teraction with web pages regards the DOM representation,
the extension of this model with functions to manage RDF

statements seems a natural derivative. Our approach makes
it possible to retrieve DOM elements by SPARQL queries;
DOM elements in turn provide information about the con-
tained statements and resources. Therefore we add prop-
erties to store subject, predicates, objects, datatype, and
type information of RDFa to each XML element; for the
statements we include a triple store. Similar to existing
DOM-methods, we provide methods to retrieve XML el-
ements that contain a given resource or statement. More
specific conditions can be expressed by SPARQL queries.
Instead of variable bindings, the respective method returns
the XML elements where the resulting resources are de-
fined. The necessary linkage information is contained di-
rectly in the data structures of the used triple store.

4 Applications
In our use cases, we use RDFa not only in one but in two
directions: we let the web browser extract data and re-
ceive further data from other sources to provide advanced
feedback for users. Knowing the linkage between text and
meaning is especially necessary in the second case.

For example, appointments on a web page can be com-
pared to entries in the user’s personal calendar. To notify
the user about overlaps, the passages describing conflicting
dates are highlighted. Thus one only perceives feedback
for content one is actually reading. Additional actions can
be provided via context-menus on the respective elements.
Similarly, input suggestions can be supplied, e. g. when en-
tering a surname into an annotated form of an online tele-
phone directory: the user’s address book can be searched
for matching forenames, expecting better results.
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Abstract 
In the context of the EU FP6 project Health-e-
Child, a Grid-based healthcare platform for 
European paediatrics is being developed. The ba-
sic philosophy behind the design of CaseRea-
soner, a similarity search based decision support 
and knowledge discovery system we are devel-
oping for Health-e-Child, is to provide a clinician 
with a flexible and interactive tool to enable op-
erations such as data filtering and similarity 
search over a Grid of clinical centres, and also to 
facilitate the exploration of the resulting sets of 
clinical records regardless of their geographical 
location. In order to visualize patient similarity, 
besides the more orthodox heatmaps and tree-
maps a novel technique based on neighborhood 
graphs is being developed, which is in the focus 
of the present paper. For similarity search on dis-
tributed biomedical data, besides the canonical 
distance functions novel techniques for learning 
discriminative distance functions are also made 
available to the clinician. The use of distance 
learning techniques in combination with 
the patient similarity visualization modules of 
CaseReasoner contributes to making it a power-
ful tool for clinical knowledge discovery and de-
cision support in various classification contexts; 
it helps to combine the power of strong learners 
with the transparency of case retrieval and near-
est neighbor classification. 

1 Introduction 
There is growing interest in the use of computer-based 
clinical decision support systems (DSSs) to reduce medi-
cal errors and to increase health care quality and effi-
ciency [Berlin et al., 2006]. Clinical DSSs vary greatly in 
design, functionality, and use. According to the reasoning 
method used in clinical DSS, one important subclass is 
that of Case-Based Reasoning (CBR) systems – systems 
which have reasoning by similarity as the central element 
of decision support  [Berlin et al., 2006; Nilsson and Sol-
lenborn, 2004].  

One reason for the slow acceptance of CBR systems in 
biomedical practice is the especial complexity of clinical 
data and the resulting difficulty in defining a meaningful 
distance function on them and adapting the final solution 

[Schmidt and Vorobieva, 2005]. Another commonly re-
ported reason for the relatively slow progress of the field 
is the lack of transparency and explanation in clinical 
CBR. Often, similar patients are retrieved and their diag-
noses are presented, without specifying why and to what 
extent the patients are chosen to be similar and why a cer-
tain decision is suggested. We believe that, one way to 
approach this problem is to better visualize the underlying 
inter-patient similarity, which is the central concept of any 
clinical CBR. 

In known CBR systems the visualization is usually li-
mited with the visualization of case solutions and not case 
similarity [Mullins and Smyth, 2001]. To solve the prob-
lems described above, we introduce a novel technique for 
visualizing patient similarity, based on neighborhood 
graphs, which can be helpful in clinical knowledge dis-
covery and decision making. Besides, we consider two 
related techniques for learning discriminative distance 
functions, which when used in combination with the 
neighborhood graphs can make them a powerful and 
flexible tool for clinical decision making in different clas-
sification contexts. 

In this paper we introduce a novel technique for visual-
izing patient similarity, based on neighborhood graphs; 
we also discuss the architecture of our implementation 
within the Health-e-Child DSS CaseReasoner and in par-
ticular the related techniques for learning discriminative 
distance function. The main advantage of the suggested 
technique is that the decision support becomes transpar-
ent. The nearest cases and the underlying similarity used 
for decision making can easily be visualized with the three 
types of neighborhood graphs. Moreover, after replacing 
the commonly used “black box” classification with dis-
tance function learning and case retrieval, the accuracy of 
classification usually remains same or even becomes bet-
ter, and there appears a possibility to visualize the nearest 
cases of suggested class (say, malignant) and nearest cases 
of the other class (say, benign), in order for the user (cli-
nician) to analyse and double-check the decision sug-
gested. 

The similarity search-based clinical knowledge disco-
very and decision support system CaseReasoner, besides 
neighborhood graphs also uses treemaps [Shneiderman, 
1992] and heatmaps in order to better represent inter-
patient similarity [Tsymbal et al., 2007a]. In particular, 
the treemap and the heatmap in CaseReasoner represent a 
hierarchical clustering of patients obtained based on a 
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certain distance function defined by a clinician e.g. via a 
set of data attributes of interest or a distance function pre-
viously learnt for a certain classification context. 

The work in our study has been performed as part of 
the Health-e-Child (HeC) project. HeC is an EU-funded 
Framework Programme 6 (FP6) project, which was 
started in 2006, and aims at improving personalized 
healthcare in selected areas of paediatrics, particularly 
focusing on integrating medical data across disciplines, 
modalities, and vertical levels such as molecular, organ, 
individual and population. The project of 14 academic, 
industry, and clinical partners aims at developing an inte-
grated healthcare platform for European paediatrics while 
focusing on some carefully selected representative dis-
eases in three different categories; paediatric heart dis-
eases, inflammatory diseases and brain tumours. The ma-
terial presented in this paper contributes to the develop-
ment of decision support facilities within the platform 
prototype which provide the clinicians with tools to easily 
retrieve and navigate patient information and help visual-
izing interesting patterns and dependencies that may lead, 
besides personalized decision making concerning appro-
priate treatment, to establishing new clinical hypotheses 
and ultimately discovering novel important knowledge. 

The paper is organized as follows. In Section 2 the 
technique of patient similarity visualization based on 
neighborhood graphs is considered, our implementation of 
it is discussed and a few examples are given. Section 3 
presents techniques for learning discriminative distance 
functions which can be used to learn a strong distance 
function in different contexts and which nicely comple-
ments the patient similarity visualisation techniques. Sec-
tion 4 presents the overall architecture of the similarity-
search based decision support and knowledge discovery 
system CaseReasoner, and in Section 5 a few related open 
issues are discussed with a focus on its evaluation. We 
conclude in Section 6 with a brief summary, open issues 
and further research topics. 

 

2 Neighborhood Graphs 

2.1 Introduction and Related Work 
Neighborhood graphs provide an intuitive way of patient 
similarity visualization with a node-link entity-
relationship representation. There can be distinguished 
three basic types of neighborhood graphs that can be used 
to visualize object proximity in DSSs; (1) relative 
neighborhood graph (RNG), (2) distance threshold graph, 
and (3) directed nearest neighbor graph. These graphs are 
studied and applied in different contexts; in particular, as 
data visualization tools the threshold and nearest neighbor 
graphs are often used for the analysis of gene expression 
data in bioinformatics [Zhang and Horvath, 2005; Scharl 
and Leisch, 2008]. Thus, Zhang and Horvath [2005] study 
so-called gene co-expression networks, which are repre-
sented with the threshold neighborhood graph. Scharl and 
Leisch [2008] suggest using the nearest neighborhood 
graph in order to visualize gene clusters. 

In a relative neighborhood graph, two vertices corre-
sponding to two cases A and B in a data set are connected 
with an edge, if there is no other case C which is closer to 
both A and B with respect to a certain distance function d 
[Toussaint, 1980]: 

 )},(),,(max{min),(
,

CBdCAdBAd
BAC≠

≤  (1) 

Originally, relative neighborhood graphs were defined 
for 2D data (planar sets) with the Euclidean distance met-
ric, but later they were generalized and applied to multiple 
dimensions and other distance functions [Toussaint, 1980; 
Jaromczyk and Toussaint, 1992; Muhlenbach and Rako-
tomalala, 2002]. 

Besides the relative neighborhood graphs we focus on, 
there are known some other related node-link (graph-
based) visualizations of instance proximity. These include 
the Minimum spanning tree (MST), the Gabriel graph, 
and the Delanay tessellation [Jaromczyk and Toussaint, 
1992]. We believe that out of this family, the relative 
neighborhood graph is the best candidate to visualize pa-
tient proximity in a DSS. The MST has usually too few 
edges to spot groupings/patterns in the data, while the 
Gabriel graph and the Delanay tessellation are, vice versa, 
usually too overcrowded, which becomes a problem with 
already more than a hundred cases (patients). 

A threshold graph is simply defined as a graph where 
two vertices are connected with an edge if the distance 
between the two corresponding cases is less than a certain 
threshold. In a nearest neighbor graph, each case is con-
nected with one or a set of its nearest neighbors. This 
graph is usually directed as the relation of being a nearest 
neighbor is not necessarily symmetric. An important 
benefit of RNG comparing to the other two graphs is the 
fact that it is always connected with nodes having a rea-
sonable small degree; it is often planar or close to planar.  

In machine learning, neighborhood graphs find various 
applications, including data clustering, outlier removal, 
and even supervised discretization [Muhlenbach and Ra-
kotomalala, 2002]. The k-nearest neighbor (k-nn) graph is 
often used as the base in various approximate nearest 
neighbor search techniques in high-dimensional spaces, in 
order to cope with the curse of dimensionality, see [Sebas-
tian and Kimia, 2002; Paredes and Chavez, 2005] for two 
examples. Besides, neighborhood graphs may serve as a 
source of measures of complexity for such searching, in 
order to estimate the costs [Clarkson, 2006]. Another im-
portant related branch of research studies how to optimize 
the process of construction of the neighborhood graph. 
Thus, Paredes et al. [2006] optimize construction of the k-
nearest neighbor graph in metric spaces and achieve em-
pirically around O(n1.27) complexity in low and medium 
dimensional spaces and O(n1.9) in high dimensional ones. 
[Jaromczyk and Toussaint, 1992] review algorithms for 
reducing the complexity of constructing an RNG, which is 
O(n3) in general, in low-dimensional spaces.  

Besides machine learning and similarity search optimi-
zation, in other domain areas other, more exotic applica-
tions may also be found. In [Marcotegui and Beucher, 
2005], for example, the minimum spanning tree of a 
neighborhood graph was applied to contrast-based hierar-
chical image segmentation. In [Li and Hou, 2004] a di-
rected relative neighborhood graph and directed minimum 
spanning tree are successfully applied to topology control, 
in order to create a power-efficient network topology in 
wireless multi-hop networks with limited mobility. 

Fig. 1 below presents an example of a neighborhood 
graph constructed for the Leukemia public gene expres-
sion data set (available at www.upo.es/eps/aguilar/ data-
sets.html) within CaseReasoner. RNG for a set of 72 sam-
ples representing healthy (blue) and diseased (red) pa-
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tients is shown. The underlying distance function is the 
intrinsic Random Forest distance. Leave-one-out accuracy 
for this problem is as high as 98%. Such a graph provides 
a powerful tool for knowledge discovery and decision 
making in the considered domain (e.g., by placing and 
displaying the gene expression sample of a new patient 
with unknown diagnosis in such a graph). 

 

Figure 1 A relative neighborhood graph for the Leukemia dataset 

2.2 Functionality and GUI 
In our toolbox for visualization, navigation and manage-
ment of the three neighborhood graphs introduced above, 
which is being developed as a part of the clinical DSS 
CaseReasoner, we implemented the following functional-
ity: 

• node coloring, to represent numeric and nominal at-
tributes;  

• node filtering, according to attribute values in the 
patient record;  

• edge coloring and filtering, according to the under-
lying distance; 

• graph (hierarchical) clustering into an arbitrary 
number of components including a panel for clus-
tering tree navigation on the graph; 

• reconfigurable tooltips displaying clinical data from 
the patient record and images; 

• nearest neighbor classification and regression per-
formance visualization for each node, for a selected 
class attribute and a certain similarity context; 

• image visualization within the nodes of the graph 
(e.g. meshes corresponding to the pulmonary trunk 
of the patient can be displayed). 

 
Besides clinical data and patient similarities, the 

neighborhood graphs are nicely suitable for displaying 
images corresponding to patients. The same operations 
can still be used as for usual graphs (graph clustering, 
node coloring and filtering, edge coloring and filtering, 
etc.); also the images (e.g., meshes) can be scaled and 
rotated. In Fig. 2 below the meshes corresponding to the 
pulmonary trunks of the patients are displayed within the 
nodes of a graph displaying a cohort of HeC cardiac pa-
tients, and a sketch of GUI of the neighorhood graph 
module is shown, including the toolbar with access to the 

basic operations on the graph such as coloring, filtering 
and clustering, a pop-up graph settings control panel and a 
status bar with basic information about the currently dis-
played graph. The interactive graph navigation is imple-
mented using the Prefuse open source data visualization 
toolkit as the core [Heer et al., 2005]. 

 

Figure 2 GUI and image visualization within the neighbor graph 

 
The GUI for the basic functionality was designed to be 

intuitive and straightforward. E.g., if node coloring option 
is activated, a small legend tells which colors represent 
the maximum and minimum value or in the case of a 
nominal value, the range of displayed feature values. In 
the case of node filtering, the filtered values or ranges are 
also displayed. Edge coloring represents the distances 
between the patients with a color range, from blue (weak 
connection) to red (strong connection). The edge filtering 
functionality removes a given percent of the weakest con-
nections from the graph, so only the more relevant con-
nections will be remaining. 

Besides coloring each node according to a selected at-
tribute, the node color may also be selected to represent 
the predictive performance of the current similarity con-
text with respect to a certain nominal or numeric feature. 
In particular, for every node, the leave-one-out estimate of 
margin or 0/1 loss function with nearest neighbor classifi-
cation can be displayed, or the leave-one-out estimate of 
the absolute error with nearest neighbor regression for 
numeric attributes can be visualized. 

As the underlying distance function used for the con-
struction of the neighborhood graph, two options may be 
considered. The first is to use a certain canonical distance 
function, such as the well known Euclidean metric, with a 
possibility to change the influence/importance of every 
contributing feature. However, due to the inherent comp-
lexity of medical data, the canonical distance function 
may not always represent the true similarity among pa-
tients, and thus be suboptimal for decision support. A so-
lution to this issue is to learn a strong distance function for 
a given classification context under consideration using 
the available labeled data for training. 

Two techniques for learning discriminative distance 
functions were implemented by us and evaluated; learning 
from equivalence constraints in the product or difference 
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spaces and the intrinsic Random Forest (RF) distance. Our 
experiments confirm that both techniques demonstrate 
competitive performance with respect to the plain learn-
ing, and are suitable to be used in combination with the 
neighborhood graph visualization.  The intrinsic RF dis-
tance is proven to be more robust overall in our experi-
ments, although finding suitable parameters for learning 
from equivalence constraints may still be competitive. A 
thorough introduction to the techniques for learning dis-
criminative distance functions is given in Section 3. We 
use both the canonical and the discriminative distance 
functions for constructing the graphs, and in the case of 
the latter one, customized models can be generated, which 
can be stored and retrieved later on, in order to specify the 
similarity context of interest. 

For clustering the neighborhood graphs, we use the fol-
lowing two algorithms; (1) the Girvan and Newman’s 
algorithm for graph clustering which is often used for 
clustering of complex social and biological networks 
[Girvan and Newman, 2002], (2) top-down induction of a 
semantic clustering tree (in the original feature space), the 
goal of which is to provide every cluster with a semantic 
description that can be inspected by a clinician and may 
carry important information.  

The semantic clustering algorithm was developed spe-
cifically for CaseReasoner; we could not find a same algo-
rithm already described in the literature, although it is 
simple and many similar approaches do exist. The related 
algorithms differ in the structure of the generated cluster 
descriptions. Our main intention was to provide a tree 
with semantic splits in the nodes that could be used in 
order to navigate the hierarchical clustering generated and 
explore the clusters. In order to generate the tree, we use a 
similar top-down decision tree induction procedure which 
is often used for supervised learning (e.g. the C4.5 deci-
sion tree). Similar to the supervised case, all possible uni-
variate semantic splits are examined in each node (such as 
‘gender=F’ or ‘age<2’). As the criterion to find the best 
split, the ratio of between-cluster variance to the within-
cluster variance is used. Variance is defined in terms of 
the current similarity context. If it is specified as a set of 
features of interest, then the variance can be calculated 
directly on them. If a customized distance function is 
loaded, then the variance is represented via distances be-
tween a pair of within- and between- cluster cases. Ac-
cording to the first feedback of clinicians regarding the 
implemented semantic clustering algorithm, the generated 
tree often contains useful information and may serve as a 
certain description of the current similarity context. 

In Fig. 3 GUI of the neighborhood graph module within 
the HeC DSS CaseReasoner is shown. The graph shown 
displays the semantic clustering of a cohort of cardiac 
patients according to the currently selected similarity con-
text, and node color represents blood pressure for corres-
ponding patient. The pop-up control panel in the upper 
right corner is used for navigation over the current cluster-
ing tree; each cluster can be centered and highlighted and 
split further by clicking on the corresponding node in the 
tree in this panel. The panel on the left to the graph navi-
gation panel is the patient record navigation panel which 
is used in order to browse and compare feature values and 
their place in the general feature distribution for the cur-
rent and most similar patient. 

 

3 Learning Discriminative Distance Func-
tions 

There are several reasons that motivate the studies in the 
area of learning distance functions and their use in prac-
tice [Bar-Hillel, 2006]. First, learning a distance function 
helps to combine the power of strong learners with the 
transparency of nearest neighbor classification. Moreover, 
learning a proper distance function was shown to be espe-
cially helpful for high-dimensional data with many corre-
lated, weakly relevant and irrelevant features, where most 
traditional techniques would fail. Also, it is easy to show 
that choosing an optimal distance function makes classi-
fier learning redundant. Next, learning distance functions 
breaks the learning process into two sequential steps (dis-
tance learning followed by classification or clustering), 
where each step requires search in a less complex func-
tional space than in the immediate learning. Moreover, it 
fosters the creation of more modular and thus more flexi-
ble systems, supporting component reuse. Another impor-
tant benefit is the opportunity for inductive transfer bet-
ween similar tasks; this approach is often used in com-
puter vision applications; see e.g. [Mahamud and Hebert, 
2003]. 

Historically, the most popular approach in distance 
function learning is Mahalanobis metric learning, which 
has received considerable research attention but is how-
ever often inferior to many non-linear and non-metric 
distance learning techniques. While distance metrics and 
kernels are widely used by various powerful algorithms, 
they work well only in cases where their axioms hold 
[Hertz, 2006]. For example, in [Jacobs et al., 2000] it was 
shown that distance functions that are robust to outliers 
and irrelevant features are non-metric, as they tend to vio-
late the triangular inequality.  Human similarity judge-
ments were shown to violate both the symmetry and trian-
gular inequality metric properties. Moreover, a large num-
ber of hand-crafted context-specific distance functions 
suggested in various application domains are far from 
being metric. Our focus is thus on techniques for learning 
non-linear and non-metric discriminative distance func-
tions, two important representatives of which are consid-
ered in sub-sections below. 

More than in any other research domain, the problem of 
learning a better distance function lies in the core of re-
search in computer vision [Bar-Hillel, 2006]. Different 
imaging applications have been considered, including 
image retrieval (with facial images, animal images, hand 
images, and American Sign Language images), object 
detection (indoor object detection), motion estimation and 
image registration; see [Hertz, 2006; Bar-Hillel, 2006] for 
an in-depth review. 

Besides vision, some other domains were also consid-
ered including computational immunology, analysis of 
neuronal data, protein fingerprints, and text retrieval 
[Hertz, 2006]. Surprisingly, there is relatively few related 
work in text/document retrieval. One example is [Schulz 
and Joachims, 2003] which studies the retrieval of text 
documents from the Web by learning a distance metric 
from comparative constraints.  
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Figure 3 GUI of the neighborhood graph module within HeC CaseReasoner 

 

 

Figure 4 The HeC CaseReasoner application, the workflow 
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3.1 Learning from Equivalence Constraints 
Usually, equivalence constraints are represented using 
triplets (x1, x2, y), where x1, x2 are data points in the origi-
nal space and y∈{+1,-1} is a label indicating whether the 
two points are similar (from the same class) or dissimilar. 
Learning from these triples is also often called learning in 
the product space (i.e. with pairs of points as input); see 
[Hertz et al., 2004; Zhou et al., 2006] for examples. While 
learning in the product space is perhaps a more popular 
form of learning from equivalence constraints, yet another 
common alternative is to learn in the difference space, the 
space of vector differences; see [Amores et al., 2006; Yu 
et al., 2006] for examples. The difference space is nor-
mally used with homogeneous high-dimensional data, 
such as pixel intensities or their PCA coefficients in imag-
ing. While both representations demonstrate promising 
empirical results in different contexts, there is no under-
standing which representation is better. No comparison 
was done so far; usually a single representation for the 
problem is chosen.  
There are two essential reasons that motivate the use of 
equivalence constraints in learning distance functions; 
their availability in some learning contexts and the fact 
that they are a natural input for optimal distance function 
learning [Bar-Hillel, 2006]. It can be shown that the opti-
mal distance function for classification is of the form 
p(yi≠yj│xi,xj). Under the independence and identical dis-
tribution (i.i.d.) assumption the optimal distance measure 
can be expressed in terms of generative models p(x│y) for 
each class as follows [Mahamud and Hebert, 2003]: 

 ∑ −≠ ))x|p(y)(x|p(y=)x,x|yp(y jijiji 1  (2) 

3.2 The intrinsic Random Forest distance func-
tion 

For a Random Forest (RF) learnt for a certain classifica-
tion problem, the proportion of the trees where two in-
stances appear together in the same leaves can be used as 
a measure of similarity between them [Breiman, 2001]. 
For a given forest f the similarity between two instances x1 
and x2 is calculated as follows. The instances are propa-
gated down all K trees within f and their terminal posi-
tions z in each of the trees (z1=(z11,…,z1K) for x1, similarly 
z2 for x2) are recorded. The similarity between the two 
instances then equals to (I is the indicator function): 

                      ∑ )z=I(z
K

=)x,S(x 2i2 1i1
1

 (3) 

Similarity (2) can be used for different tasks related to the 
classification problem. Thus, Shi and Horvath [2006] suc-
cessfully use it for hierarchical clustering of tissue mic-
roarray data. First, unlabeled data are expanded with a 
synthetic class of evenly distributed instances, then a RF 
is learnt and the intrinsic RF similarities are determined as 
described above and clustered. The resulting clusters are 
shown to be clinically more meaningful than the Euclid-
ean distance based clustering with regard to post-operative 
patient survival.  

Interesting is that using this similarity for the most im-
mediate task, nearest neighbor classification, is rather 
uncommon, comparing to its use for clustering. In one of 

related works, [Qi et al., 2005], it is used for protein-
protein interaction prediction, and the results compare 
favourably with all previously suggested methods for this 
task. 

The intrinsic RF distance is rather a “dark horse” with 
respect to learning from equivalence constraints. The 
number of known applications for it is still limited; per-
haps, the most successful application is clustering genetic 
data, [Shi and Horvath, 2006]. Works on learning equiva-
lence constraints never consider it as a possible alterna-
tive. In general, we believe that the circle of applications 
both for distance learning from equivalence constraints 
(which is currently applied nearly solely to imaging prob-
lems) and for the intrinsic RF distance is still, undeserv-
edly, too narrow and may and should be expanded. 

4 CaseReasoner: A Framework for Medical 
CBR 

The basic philosophy behind the design of the CaseRea-
soner is to provide clinicians with a flexible and interac-
tive tool to enable operations such as data filtering and 
similarity search over a Grid of clinical centres (following 
the formerly introduced information retrieval paradigm), 
and also to facilitate the exploration of the resulting data 
sets. The aim is to let clinicians explore and compare the 
patients’ records regardless of his/their geographical loca-
tion, and to visualize their place in the distribution of both 
the whole population of patients, as well as in the distribu-
tion of its semantic subsets.  

The selected visualization techniques are implemented 
to display and navigate through the results of similarity 
searches in the CaseReasoner. The distance function for 
similarity search is defined based on a similarity context, 
which is a subset of features of interest defined by the 
clinician. The features for each problem domain are or-
ganized into a so-called feature ontology, which repre-
sents the relationships between features [Tsymbal et al., 
2007b]. Similar cases are found both in the whole Inte-
grated Case Database (ICD) over the Grid, and in some 
subsets of interest (e.g. high-grade tumours, males, a cer-
tain node in the Grid, etc), defined in the form of a simple 
filter. For each patient in the ICD, it is possible to visual-
ize and compare related images from the patient history, 
thanks to the Gateway’s abstracted accesses to backends, 
storage elements and file catalogs. In combination with 
the basic feature statistics, class distribution histograms 
and the scatter plots for the ICD under study, this will be a 
universal tool for Grid-based decision making in the dis-
eases covered by HeC. Indeed, having a number of clini-
cal centres connected and sharing their data gives the Ca-
seReasoner significant added value. Not only can the Ca-
seReasoner benefit from larger samples but also part of its 
reasoning logic can be made reusable and delegated to the 
Grid, with the complexity that it implies. 

In short and as illustrated in Figure 4, after selecting a 
search context (1), the clinician can view basic statistics 
of the retrieved cases (2) as well as visualize them utiliz-
ing neighborhood graphs (3a), treemaps (3b) and heat-
maps (3c). 

In the development of the general code structure for the 
CaseReasoner framework we followed a less strict varia-
tion of the Presentation-Abstraction-Control pattern 
(PAC) [Coutaz, 1987]. The main idea behind that pattern 
is a hierarchical structure of ‘agents’, where the core of 
the framework acts as a top level agent, and the modules 
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are subordinate agents. The core and the modules com-
municate with each other only through their Controller 
part. This way the flow of data and control remains clear: 
the general, essential workflow is managed by the core 
Controller, while the modules can handle the inner busi-
ness logic of their own. They can request general data 
manipulating operations through the core, and they are 
notified about every relevant change as well.  

In such a flexible framework any module can be added 
and removed easily, their development process is fully 
independent from the whole framework, whose API is 
well defined and easy to use. Currently CaseReasoner 
provides five data visualisation modules: the NGraphs 
module for neighborhood graphs presented above, the 
TreeMaps, the Heatmapper module, the Patient Panel, to 
display and compare values and statistics of single patient 
records, and the CardiacMR module which can visualise 
and navigate cardiac imaging data related to a selected 
patient.  

5 Discussion 
In the evaluation of the HeC platform and in particular the 
DSS CaseReasoner we follow the “Multi-dimensional In-
depth Long-term Case studies” (MILCs) paradigm pro-
posed in [Shneiderman and Plaisant, 2006]. In the MILCs 
concept the multi-dimensional aspect refers to using mul-
tiple evaluation techniques including observations, inter-
views, surveys, as well as automated logging to assess 
user performance and interface efficacy and utility 
[Shneiderman and Plaisant, 2006]. In the context of our 
project, mostly observations, interviews and question-
naires were used so far in order to obtain feedback and 
assess user satisfaction with the platform. The in-depth 
aspect is the intense engagement of the researchers (the IT 
experts within Health-e-Child) with the expert users 
(clinical partners within the project) to the point of be-
coming a partner or assistant. Longterm refers to longitu-
dinal studies that begin with training in use of a specific 
tool through proficient usage that leads to strategy 
changes for the expert users. The initial phase of our 
evaluation has started already in mid 2006, with the start 
of the project, by demonstrating the preliminary versions 
of the prototypes for certain platform modules (not yet 
fully functional) to the clinicians and collecting their re-
quirements to the extension and revision of the tools in so-
called knowledge elicitation sessions. The main task of 
this phase was for the IT partners to better understand the 
problem domain and the needs of clinicians and develop 
the tools to fully satisfy these needs. Data collection for 
the platform has also started in parallel. This iterative 
evaluation and development phase, when the first fully 
functional platform prototype was ready, has been gradu-
ally replaced (by mid 2008) with the training phase. The 
main task of this phase which consists of a series of on-
site training sessions and will last till the end of the pro-
ject (April 2010) is to train all the participating clinicians 
(from the four hospitals in the UK, Italy and France) to 
use the platform with the collected patient records on the 
premises of the hospitals and to obtain their extensive 
feedback in order to better evaluate the platform and fix 
its discovered deficiencies if needed. Our ultimate goal, 
which is still for us to achieve is to improve healthcare 
quality and efficiency and reduce costs for the participat-
ing hospitals. Case studies refers to the detailed reporting 
about a small number of individuals working on their own 

problems, in their normal environment [Shneiderman and 
Plaisant, 2006]. 

Perhaps the main competitor to neighborhood graphs as 
a tool for visualizing patient similarity is heatmaps, which 
are well known and often used by clinical researchers, in 
particular by geneticists. In comparison to heatmaps, as 
follows also from the feedback obtained from partner cli-
nicians in our project, neighborhood graphs possess a 
number of advantages. In particular, they are easier to 
read with the more intuitive node-link entity-relationship 
representation, they allow visualizing additional features 
or even image thumbnails at nodes, and they have a flexi-
ble layout allowing to naturally visualize clusters, enlarge 
nodes, and filter our a set of nodes and edges. 

6 Conclusions 
In this paper we introduced a novel technique for visualiz-
ing patient similarity, based on neighborhood graphs, 
which could be helpful in clinical decision making; we 
also discussed the architecture of our implementation 
within the Health-e-Child DSS CaseReasoner and in par-
ticular the related techniques for learning discriminative 
distance function. The main advantage of the suggested 
technique is that the decision support becomes transpar-
ent; the power of strong machine learning techniques via 
discriminative distance learning is combined with the 
transparency of nearest neighbor classification. 

An important issue of our ongoing work is a better ac-
quaintance of partner clinicians with the considered 
neighborhood graph module in the framework of Ca-
seReasoner, and its evaluation in the context of different 
data classification and decision support tasks.  An impor-
tant issue of our ongoing work with distance learning is 
the study of the use of online learning techniques for 
learning from equivalence constraints and in particular the 
incrementalization of Random Forests, in order to speed 
up learning in the product space. 
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Abstract
TNTBASE is an open-source versioned XML
database obtained by integrating Berkeley DB
XML into the Subversion Server. The system
is intended as a basis for collaborative editing
and sharing XML-based documents. It integrates
versioning and fragment access needed for fine-
granular document content management.
Nowadays well-formedness of electronic docu-
ments plays a giant role in the contemporary doc-
ument workflows and applications have to pro-
vide domain-specific validation mechanisms for
documents they work with. On another hand,
XML is coming of age as a basis for docu-
ment formats, and even though there are a lot
of schema-based validation formats and software
available for XML, domain-specific directions
still remain unfilled.
In this paper we present the TNTBASE system in
general and its validation support for XML doc-
uments.

1 Introduction
With the rapid growth of computers and Internet resources
the communication between humans became much more
efficient. The number of electronic documents and the
speed of communication are growing rapidly. We see
the development of a deep web (web content stored in
Databases) from which the surface Web (what we see in
our browsers) is generated. With the merging of XML
fragment access techniques (most notably URIs [BLFM98]
and XPath [CD99; BBC+07]) and database techniques and
the ongoing development of XML-based document for-
mats, we are seeing the beginnings of a deep web of
XML documents, where surface documents are assem-
bled, aggregated, validated and mashed up from back-
ground information in XML databases by techniques like
XQuery [XQu07] and document (fragment) collections are
managed by XQuery Update [XQU08].

The Web is constantly changing — it has been esti-
mated that 20% of the surface Web changes daily and 30%
monthly [CGM00; FMNW03]. While archiving services
like the Wayback Machine try to get a grip on this for
the surface level, we really need an infrastructure for man-
aging and validating changes in the XML-based deep web.

Unfortunately, support for this has been very fru-
gal. Version Control systems like CVS and Sub-
version [SVN08] which have transformed collabora-
tion workflows in software engineering are deeply text-

based (wrt. diff/patch/merge) and do not integrate
well with XML databases and validators for different
schema languages for XML, like RelaxNG [Rel] or XML
Schema [W3C06]. Some relational databases address
temporal aspects [DDL02], but this does not seem to
have counterparts in the XML database or XQuery world.
Wikis provide simple versioning functionalities, but these
are largely hand-crafted into each system’s (relational)
database design.

In this paper we describe in short the TNTBASE sys-
tem, an open-source versioned XML database obtained by
integrating Berkeley DB XML [Ber09b] into the Subver-
sion Server [SVN08]. The system is intended as an en-
abling technology that provides a basis for future XML-
based document management systems that support collab-
orative editing and sharing by integrating the enabling tech-
nologies of versioning and fragment access needed for fine-
granular document content management. Also we discuss
our vision of how the validation of XML documents should
be done in a way that is conformant to Subversion philoso-
phy and how it fits to the TNTBASE system.

The TNTBASE system is developed in the context of the
OMDOC project (Open Mathematical Documents [OMD;
Koh06]), an XML-based representation format for the
structure of mathematical knowledge and communication.
Correspondingly, the development requirements for the
TNTBASE come out OMDOC-based applications and their
storage needs. We are experimenting with a math search
engine [KŞ06], a collaborative community-based reader
panta rhei [pan], the semantic wiki SWiM [Lan08], the
learning system for mathematics ActiveMath [Act08], and
a system for the verification of statements about programs
VeriFun [Ver08].

In the next section we will summarize what the TNT-
BASE system is and what it does. Then we will be ready
to cover validation mechanisms (see Section 3) offered by
TNTBASE and explain some design decisions. Section 4
will detail ideas for future work regarding validation of
OMDoc documents, and Section 5 concludes the paper.

2 The TNTBASE System
2.1 Overview
In this section we provide an overview of TNTBASE to
allow a better understanding of Section 3. Details can be
found at [ZK09].

A slightly simplified view of the TNTBASE architec-
ture is presented in Figure 1. The core of TNTBASE is
the XSVN library developed by the author. The main dif-
ference between XSVN and the SVN server it replaces
is that the former stores the youngest revisions of XML
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Figure 1: TNTBase architecture

files and also other revisions (on user requests) in Berkeley
DB XML (DB XML) instead of Berkeley DB [Ber09a].
This gives us a possibility to employ the DB XML API
for querying and modifying XML files via XQuery and
XQuery Update facilities. Also such a substitution helps
us to keep XML files well-formed and, optionally, confor-
mant to an XML Schema.

In TNTBASE XSVN is managed by Apache’s
mod dav svn module or accessed by DB XML
ACCESSOR (a Java library which provides a high-level
access to DB XML on top of its API) locally on the same
machine. Apache’s mod dav svn module exposes an
HTTP interface exactly like it is done in SVN. Thereby
a TNTBASE user can work with TNTBASE repository
exactly in the same way as with a normal SVN repository
via HTTP protocol including Apache’s SVN authentica-
tion via authz and groups files. In other words any
SVN client is able to communicate with TNTBASE. The
non-XML content can be managed as well in TNTBASE,
but only via an XSVN’s HTTP interface.

The DB XML ACCESSOR module can work directly
with XML content in an XSVN repository by utilizing the
DB XML API. All indispensable information needed for
XML-specific tasks is incorporated in a DB XML con-
tainer using additional documents or metadata fields of
documents. SVNKITADAPTER (a Java library which em-
ploys SVNKit [SVN07]) comes into play when the revision
information needs to be accessed, and acts as a mediator
between an XSVN repository and DB XML ACCESSOR.
And in turn when DB XML ACCESSOR intends to cre-
ate a new revision in a XSVN repository it also exploits
SVNKITADAPTER functionality.

The DB XML ACCESSOR realizes a number of useful
features, but is able to access an XSVN repository only
locally. To expose all its functionality to the world TNT-
BASE provides a RESTful interface, see [ZK09; TNT09b].
We use the Jersey [Jer09] library to implement a RESTful
interface in TNTBASE. Jersey is a reference implemen-
tation of JAX-RS (JSR 311), the Java API for RESTful
Web Services [JSR09] and has simplified our implemen-
tation considerably.

TNTBASE provides a test web-form that allow users to
play with a subset of the TNTBASE functionality. Also
an XML-content browser is available online which shows
the TNTBASE file system content including virtual files.
United authentication for all interfaces is a subject for a

Figure 2: XSVN repository

future work.1
Currently readers can try out an online TNTBASE test

instance (see [TNT09a]), for additional information refer
to [TNT09b].

2.2 XSVN, an XML-enabled Repository
Since XSVN is a core of TNTBASE and will be referred to
in Section 3, we will cover it here in detail. The architecture
of XSVN and thus TNTBASE is motivated by the follow-
ing observation: Both the SVN server and the DB XML
library are based on Berkeley DB (BDB) [Ber09a]. The
SVN server uses it to store repository information2, and
DB XML for storing raw bytes of XML and for support-
ing consistency, recoverability and transactions. Moreover,
transactions can be shared between BDB and DB XML.
Let us look at the situation in more detail.

The SVN BDB-based file system uses multiple tables
to store different repository information like information
about locks, revisions, transactions, files, and directories,
etc. The two important tables here are representations and
strings. The strings table stores only raw bytes and one
entry of this table could be any of these:

1. a file’s contents or a delta (a difference between two
versions of the same entity (directory entry lists, files,
property lists) in a special format) that reconstructs file
contents

2. a directory entry list in special format called skel or a
delta that reconstructs a directory entry list skel

3. a property list skel or a delta that reconstructs a prop-
erty list skel

From looking at a strings entry alone there is no way to
tell what kind of data it represents; the SVN server uses the
representations table for this. Its entries are links that ad-
dress entries in the strings table together with information
about what kind of strings entry it references, and — if it
is a delta — what it is a delta against. Note that the SVN
server stores only the youngest revision (called the head
revision) explicitly in the strings table. Other revisions of
whatever entity (a file, a directory or a property list) are re-
computed by recursively applying inverse deltas from the
head revision.

To extend SVN to XSVN (an XML-enabled repository),
we have added the DB XML library to SVN and add a new
type of entry in the representations table that points to the
last version of that document in the DB XML container

1see Ticket https://trac.mathweb.org/tntbase/ticket/3
2In fact SVN can also use a file-system based storage back end

(SVN FS), but this does not affect TNTBASE.
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(see Figure 2). Containers are entities in DB XML which
are used for storing XML documents. Literally, a container
is a file on disk that contains all the data associated with
your documents, including metadata and indices. For ev-
ery XSVN repository we use only one container located in
the same folder as BDB tables, and therefore it allows us
to share the same BDB environment exploited by an SVN
back end.

From an end-user perspective there is no difference be-
tween SVN and XSVN: all the SVN commands are still
available and have the same behavior. But for XML doc-
uments the internals are different. Assume that we com-
mit a newly added XML file3. Now its content does not
go to the strings table, but instead a file is added to DB
XML container with a name which is equal to the refer-
ence key stored in the also newly created representations
entry of DB XML full-text type. Note when we commit a
set of files, and even one of XML files is not well-formed
then the commit fails and no data are added into an XSVN
repository, which conforms to the notion of a transaction
in SVN and DB XML. When we want to checkout or up-
date a working copy, XSVN knows what files are stored in
DB XML and those files are read from a DB XML con-
tainer. Another important thing is the scenario when we
commit another version of an XML file. The older revision
is deleted from DB XML, the newer revision is added to
DB XML and a delta between these revisions are stored in
the strings table. This delta has the normal SVN format and
the SVN deltification algorithms have not been changed in
XSVN. Thus we are still able to retrieve older revisions of
XML documents. Concerning non-XML files the workflow
of XSVN is absolutely the same as in SVN: data are stored
in the same BDB tables, and the code behaves entirely in
the same way. Thereby we are also able to store text or bi-
nary data in XSVN which can supplement the collection of
XML files (e.g. licensing information or PDFs generated
from XML). And moreover we can add or commit XML
and non-XML files in the same transaction.

In conclusion: XSVN already offers a versioned XML
storage, but without additional modules it is useless as the
only difference to SVN is that it refuses to commit ill-
formed XML documents. The detailed description of ad-
ditional services built on top of XSVN is out of scope of
this paper (refer to [ZK09] for such information).

3 XML Validation

In this section we will discuss only the XSVN part of
TNTBASE and will explain how validation is realized in
an SVN-compatible way. Although addition of content is
also allowed via RESTful interface of TNTBASE, the most
convenient and manageable way of doing this is utilizing
an SVN client, and therefore validation should be imple-
mented on the XSVN server and should be managed by
any SVN client.

3By default, XSVN considers a file as an XML document if
its extension is .xml or its svn:mime-type property is set to either
text/xml or application/xml. This behavior can be easily adapted,
for instance, by checking if a file starts with <?xml. Even now
an SVN user can benefit from using automated property setting in
SVN, i.e. associate certain file extensions with text/xml svn:mime-
type property. For example, *.xslt or *.xsd would obtain text/xml
mime-type on adding to a working copy and therefore will be
treated as XML files for xSVN.

3.1 Why Relax NG?
As we mentioned above, integrating DB XML to the SVN
server automatically gives us inspection of XML for well-
formedness and conformance to W3C XML Schema as-
sociated with a particular XML document. While XML
Schema successfully tackled problems with DTDs, it also
exposed better opportunities for defining XML languages.
But using XML Schema for validation of documents is
not always convenient or enough. For instance, an offi-
cial schemata for OMDOC and MathML [ABC+09] for-
mats are in the Relax NG syntax. Other XML languages
may also have no official XML Schema, or a developer of
a new XML language may prefer Relax NG. There are a lot
of supporters of XML Schema as well as of Relax NG, and
there are plenty of disputes about which format is better,
but one fact is unquestionable: TNTBASE should support
Relax NG validation as well since the language our system
focuses on is OMDOC.

There could be two ways of avoiding Relax NG valida-
tion in TNTBASE:

1. Make XML Schema as a primary format for describ-
ing OMDOC language. Thus the necessity of having
Relax NG validation disappears.

2. Use Relax NG as a primary format for OMDOC, but
every time OMDOC Relax NG schema is changed, re-
generate XML Schema out of it and use the latter in
TNTBASE.

The first item does not suit us since XML Schema for-
mat has problems that are not presented in Relax NG. Let
us enumerate the most significant of them (for more infor-
mation refer to [XSD09]):

1. XML Schema is hard to read and may be interpreted
incorrectly by users not experienced enough.

2. XML Schema provides very weak support for un-
ordered content.

3. XML Schema’s support for attributes provides no ad-
vance over DTDs.

4. The XML Schema Recommendation is hard to read
and understand.

The generation XML Schema out of OMDOC’s Relax
NG Schema does not work, since even the best converter
which the author explored so far — Trang [Tra09] — is not
able to convert it. The reason for this is that Trang does not
support nested grammars, but they are used in OMDOC’s
Relax NG.

Thus, the decision was to implement Relax NG valida-
tion in TNTBASE.

3.2 Relax NG Validation in XSVN
As was mentioned in the beginning of this section, the val-
idation should be realized in XSVN which is implemented
in C/C++ programming languages. The latter fact compli-
cates the integration of many Relax NG validator engines
since most of them are written in Java. Most notable of
them are: Jing [Jin09] and MSV [MSV09]. The only de-
cent Relax NG validator for C/C++ which the author man-
aged to find so far is Libxml2 [Vei] library. But the serious
disadvantage of Libxml2 is its ambiguous and not well-
designed error message system. Therefore the decision was
to refuse Libxml2 library and make use of one of Java Re-
lax NG validators, namely Jing. For integration between
C++ and Java The Java Native Interface (JNI) [JNI09] has

FGWM

59



been employed. Due to awkwardness of JNI and, in par-
ticular, Java’s method invocation from C/C++, the Jing li-
brary has been changed in a way that it simplifies Relax
NG validation inside XSVN and returns nice-looking error
messages back (if any occured). Thus the combination of
a modified Jing library and a part of C++ code which in-
vokes methods of this library comprises the XSVN module
responsible for Relax NG validation.

3.3 How to Tell XSVN What to Validate?
When we were trying to answer on the question ”How
to tell XSVN what to validate”, we wanted to keep an
SVN client unchanged and modify only the server side
of XSVN. The ultimate solution has two aspects: client
and server. On the client side a user has to provide the
tntbase:validate property for a file he intends to
expose for validation. Also this property can be set on a
folder recursively, then all files in that folder (and its sub-
folders) will be validated by XSVN. The value of this prop-
erty should be a name of a schema. The names of all user-
available schemata are stored on a server side in an ad-hoc
schema configuration file (SCF) schemata.xml which
is situated in db folder of your repository. The template file
is generated automatically during creation of a new reposi-
tory. An SCF may look like this:

Listing 1: Schemata configuration file
1 <?xml version=”1.0” encoding=”UTF−8”?>

<schemata xmlns=”http://tntbase .mathweb.org/ns”>
<schema name=”omdoc1.2”

path=”/home/OMDoc/omdoc−1.2/omdoc.rnc” type=”rnc”/>
<schema name=”omdoc1.6”

6 path=”/home/OMDoc/omdoc.rng”/>
<schema name=”docbook1.5”

path=”/vzholudev/Papers / Balisage / balisage−1−1.rng”/>
</schemata>

So as we can see for each name we have a file sys-
tem path which represents a schema. An XSVN admin-
istrator is responsible for setting this up. If a user sets
a schema name that is not in an SCF, then the files to be
validated against this schema are considered to be invalid
and the whole XSVN transaction is aborted. Also if dur-
ing a commit even one file turned out to be invalid then
the whole XSVN transaction is aborted as well, i.e. no
files get committed. This perfectly reflects the notion of
an SVN transaction. Furthermore, it is not necessary to
set up the tntbase:validate property right after ad-
dition of a file (files). A user can do it at any point of time,
e.g. after the revision 21 has been committed. Then af-
ter any commit of that file, it will be validated until the
tntnase:validate property is removed. On Listing
1.1 we can see the use of the attribute type that denotes
the type of a schema. Currently it could be either rnc or
rng that represents Compact or XML syntaxes of Relax
NG respectively. If the type attribute is omitted, then the
type of Relax NG is calculated depending on the extension
of a file in the path attribute. If this calculation failed to
be done, then validation fails with the corresponding error.

3.4 Versioned Schemata
Often development of documents is accompanied by devel-
opment of a corresponding schema. Sometimes new types
or elements are added or old ones are being evolved in an
XML language, and such changes should be reflected in a
schema as well. Thus we want to keep a schema in a repos-
itory and validate documents against its last version (head

revision). In the approach considered in the previous sec-
tion schemata are meant to be in a file system but not in a
repository. It would be relatively easy to change or enhance
the format of the schemata.xml file in such a way that
a schema name points to the path in a repository, and when
documents are about to be validated, retrieve the appropri-
ate schema file from a repository. However, things are get-
ting more complicated when the main schema file contains
links to secondary schemata. In this case the schema val-
idator — in our case Jing — will not be able to resolve
references to other schemata since it does not know where
to search for them. There validation will fail even though
an arbitrary document is well-formed. One of the solutions
would be to implement special entity resolver in Jing which
would know how to retrieve schemata by path from a repos-
itory.

However, the faster and more elegant solution exists.
Assume that we store our schemata in a repository un-
der the path /main/schemata. On a server side we
checkout this path to a working copy to some place, e.g.
/var/www/schemata, and update this working copy
from a post-commit hook. So our schemata folder is al-
ways up-to-date and we can easily link this folder from
the schemata.xml. The only overhead of this approach
is that our data are duplicated: in a repository and in a
local file system. The next step would be to place the
schemata.xml file into repository and allow clients to
manage this file remotely, but this is a subject for a future
work4.

3.5 Managing Validation Properties
Let us go back to our XSVN working copies. Setting up a
validation property (tntbase:validate) for every sin-
gle file we added might be somewhat cumbersome. Setting
a property recursively for the whole directory may reduce
our efforts. However, when we add a file later to the direc-
tory that has been exposed to the validation property, we do
not get such a property for the newly added file. Probably,
this behaviour is not what we want to achieve. We want
the validation property to adhere to every added file whose
parent directory has this property. In general we saw three
ways of attaining this that differ in complexity and flexibil-
ity:

SVN client approach On the client side leverage the au-
tomated property setting which is offered by any SVN
client. This method is quite straightforward and has
nothing to do with the XSVN server. That is we
can associate different validation properties with file
extensions. For example, *.omdoc files will auto-
matically get omdoc1.6 validation property on ad-
dition to a working copy. For this in the per-user or
system-wide configuration area (see Chapter ”Run-
time Configuration Area” in SVN Book [CSFP04])
one should modify config file by setting property
enable-auto-props to yes and add the follow-
ing line to the auto-props section: *.omdoc =
tntbase:validate omdoc1.6.
The serious limitation of this method is that we can not
set up different validation properties for the files with
the same extensions, but which are located in differ-
ent folders. For instance, if we have two folders for
OMDOC documents, one is for version 1.2 and one is

4See Ticket https://trac.mathweb.org/tntbase/
ticket/54
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for version 1.6, then we can not associate schemata
for different versions of OMDOC for these folders.
Moreover, the administration of such a feature is done
on the system or user level. That means that auto-
mated property setting will be applied for all reposito-
ries and all working copies. That might be not desir-
able in cases when a user works with multiple XSVN
repositories that contain documents in different XML
languages, but with the same extension, like *.xml.

SVN server approach This approach consists in imple-
menting the pre-commit hook which checks the val-
idation property of a parent folder of the committed
item, and if the former owns one, then the same val-
idation property is set to the committed item as well.
This approach is more flexible than the previous one,
but needs additional repository administration efforts
(creating and managing hooks). Also it would be im-
possible to protect a single file in a folder against vali-
dation if a validation property has been set on a parent
directory.

Combined approach The most scalable solution de-
scribed here takes advantage of the first two
methods. Each file may or may not have a
tntbase:validate property. If it is pre-
sented, then it contains the name of a schema (like we
discussed before). If it is not presented, then parent
folders are taken into consideration. Each folder also
may have a tntbase:validate property, but
in a different format given by the following BNF:
tntbase:validate ::= (FILE EXTENSION
SCHEMA NAME)* DEFAULT SCHEMA NAME, i.e.
every validation property, if presented, should have
the value ext1 s1 ext2 s2 ... extn sn sdef . Thus the
files with the extension exti are validated against the
schema si, all other files are validated against schema
sdef . There is a special reserved schema name none,
which tells that this file should not be validated. To
sum up, when the file f with the extension ext is
committed, it is validated against the schema s, where
s is determined in the following order:

• If f has a tntbase:validate property, then
s is extracted from it. Schema name might also
be none.

• If f does not own a validation property, then the
f ’s extension ext is being searched in the parent
folder’s validation property. If there is no entry
ext s in there, then s is sdef . If there is also no
default schema name sdef , then we repeat this
step for the parent folder of the f ’s parent folder.

• If we achieved the root of a repository and still
did not find a schema name for f , then s becomes
none.

This mechanism is fairly simple and gives an extreme
flexibility and scalability. Moreover it does not require
further repository administration — everything (apart
from defining an SCF) is managed on the client side.

The third method has been implemented in TNT-
BASE as the most sophisticated mechanism for managing
tntbase:validate properties and defining indepen-
dent islands of validation.

4 Towards High-Level Format-Specific
Validation

We can distinguish tree stages of document validation
(most languages exhibit the same problems, but we will
use OMDOC language as an example):

1. XML validation. Implies well-formedness checking
and validity according to a schema (if presented).

2. Structural validation. For example, all theorems
have proofs, all used symbols are defined and are in
scope.

3. Semantic validation. On this stage we should check
that, for instance, all expressions are well-typed, all
proofs are correct, examples contain material about
entities they are linked to, etc.

Each stage is stricter than the previous one, and even-
tually all three should be performed in context of a single
system like TNTBASE that utilizes auxiliary libraries to
achieve a validation goal.

The first stage is already implemented in TNTBASE (see
Section 3), just expansion of supported schema languages
would be a possible task to do in this direction.

Sometimes we need even deeper validation then that is
allowable by Relax NG schema (or any other schema lan-
guage for XML). For example we might be willing to check
whether all symbols are visible in an OMDOC document,
i.e. each symbol has been defined locally (i.e. in the same
file) or has been defined in those documents that are im-
ported in the initial document (and so on recursively). Also
we might want to check for redundant or cyclic imports.
Consider the following parts of OMDOC documents:

Listing 2: arith1.omdoc
1 <?xml version=”1.0” encoding=”utf−8”?>

<omdoc xml:id=”arith1−omdoc” version=”1.6”
modules=”CD”
xmlns:dc=”http: // purl .org/dc/elements /1.1/ ”
xmlns:cc=” http: // creativecommons.org/ns”

6 xmlns=”http: // omdoc.org/ns”>
...
<theory xml:id=”arith1 ”>

<symbol name=”plus” xml:id=”plus”>
<metadata>

11 ...
</metadata>
<type system=”sts.omdoc#sts”>

...
<!−− definition goes here −−>

16 ...
</type>

</symbol>
...

</theory>
21 </omdoc>

Listing 3: alg1.omdoc
<?xml version=”1.0” encoding=”utf−8”?>
<omdoc xml:id=”arith1−omdoc” version=”1.6”

modules=”CD”
4 xmlns:dc=”http: // purl .org/dc/elements /1.1/ ”

xmlns:cc=” http: // creativecommons.org/ns”
xmlns=”http: // omdoc.org/ns”>

...
<theory xml:id=”alg1” cdbase=” http: // www.openmath.org/cd”>

9 ...
<imports xml:id=”alg1−imports−arith1” from=”arith1.omdoc#arith1”/>
...
<assertion xml:id=”zero−prop−1” type=”lemma”>

...
14 <FMP>

<OMOBJ xmlns=”http://www.openmath.org/OpenMath”>
...
<OMS cd=”arith1” name=”plus”/>

...
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19 </OMOBJ>
</FMP>

</ assertion>
...

</theory>
24 </omdoc>

On Listing 1.3 we can see the use of the symbol plus
in the document alg1.omdoc. So sticking to our exam-
ple, we must check that the symbol plus is defined in the
scope. For this we must check the imports statement and
then see whether the theory arith1 of arith1.omdoc
contains the definition of the plus, and it indeed does (see
Listing 1.2). Thus if we are able to successfully check all
the symbols in alg1.omdoc, then we say that this docu-
ment is structurally valid (in our example). To be precise,
we also have to check the absence of cyclic and redundant
imports.

Such kind of validation is already available in JOM-
Doc [JOM] library and is referred to the second stage of
document validation (see above). This type of validation
provided by JOMDoc should be integrated into TNTBASE
as the latter is positioned as an intelligent storage for OM-
DOC. Currently there is a stub in the XSVN validation
engine which allows to have a different values of the type
attribute in an SCF. So in the future if a schema name is
associated with jomdoc type of validation then the more
intelligent validity check will be performed. This valida-
tion usually involves multiple documents to be explored,
and therefore the links between those documents should be
resolved inside an XML container of XSVN. The special
imports resolver should be implemented in JOMDoc in or-
der to be able to find entities inside an XSVN’s container
(but not only in a file system or on Internet) that are refer-
enced via import statements of OMDOC language. When
this task is completed, we can start integrating the JOMDoc
validation mechanism into the XSVN’s validation engine.
Other types of second stage validation are planned to be
incorporated into JOMDoc library (see [Rab08] for more
details).

Finally, the third stage is the most complicated one.
For more details about this validation could be found
at [Rab08]. Currently this is a subject for a future work,
and ideas how to accomplish that are not formed clearly
enough.

5 Conclusion

We have presented an overview of the TNTBASE system,
a versioned XML database system that can act as a storage
solution for an XML-based deep web, and discussed the
validation mechanisms it exposes or will expose in the fu-
ture. The implementation effort has reached a state, where
the system has enough features to be used in experimental
applications. TNTBASE may significantly ease implemen-
tation and experimentation of XML-based applications, as
it allows to offload the storage layer to a separate system.
Moreover users that require only versioning functionality
may use TNTBASE as a version control system whereas
more exigent users can experiment with additional features
of the system. Even those users that need only version-
ing, can benefit from validating XML documents stored in
the repository. That may help to keep a collection of doc-
uments more consistent and valid from different perspec-
tives.
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