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Introduction

Task: classify email into spam / not spam
I using linear classifier

I classification can be expressed as a dot product of a feature vector x and a
weight vector w
c = 〈x, w〉
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Introduction

How to turn a text document into a vector?

naive approach: dictionary
I D : words → N
I every index in a feature vector corresponds to a word

I one-hot encoding

I normalized sum over all words in a document
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Introduction

Problem: high dimensionality ( ~40 million)

Size of the feature vector:

I number of words
I in every language
I + every misspelling

⇒ Solution: dimensionality reduction

I Only consider frequent words?
I misspellings and unknown brand names are probably good indicators for

spam
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Feature Hashing

Reduces the dimensionality by hashing into a space of size m

Advantages:
I no (original) features are ignored
I no dictionary
I outputs fixed-size feature vector

I hash function h : N→ {1, ..., m}
I hash function ξ : N→ {±1}
I φh,ξ

i (x) =
∑

j :h(j)=i ξ(j)xj
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Feature Hashing

I hash function h : N→ {1, ..., m}
I hash function ξ : N→ {±1}
I φh,ξ

i (x) =
∑

j :h(j)=i ξ(j)xj

Pseudocode (assuming x is a normalized sum of one-hot encoded vectors):

source: https://en.wikipedia.org/wiki/Feature_hashing
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Feature Hashing

Properties of this formulation:

I unbiased
Eφ[〈φ(x),φ(x′)〉] = 〈x, x′〉

I variance shrinks with dimensionality m of the hash-space
variance rises with big values in x or x′

Varφ[〈φ(x),φ(x′)〉] = 1
m (
∑

i 6=j x2
i x ′2

j + xix ′
i xjx ′

j )

I length-preserving with high probability
I the larger a value in x or x′, the larger the distortion from collisions
I hashing multiple times

I decreases large values in x or x′

I decreases sparsity
I increases variance

11. Mai 2016 | TU Darmstadt | Florian Brandherm | 7



Personalization

Spam is subjective.
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Multi-task Learning

Goal: Learning a number of related tasks (individual spam-filter per user).

Challenges:

I little training data per user (task)
I no training data for most users

I learn shared parts of all tasks
I learn a specialized classifier for each task

⇒ inductive transfer between tasks

Example:
I everybody can agree that “Viagra” indicates spam (shared)
I some people regard “nigerian” + “prince” as spam (task-specific)
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Multi-task Learning

I hash functions φ0, ...,φ|U|
I for each user that provided labels:

I one local hash function φu
I one local predictor wu

I one global hash function φ0

I one local predictor w0 shared between all users

All hashed into a common space:

wh = φ0(w0) +
∑

u∈U φu(wu)

⇒ assumption: low interference between user hashes
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Multi-task Learning

prediction for user u: 〈φ0(x) + φu(x), wh〉 = 〈x, w0 + wu〉 + εi + εd

interference error εi

I caused by collisions between φ0(x) or φu(x) with hash functions of other users
I shown to be small with high probability

distortion error εd

I caused by self-collisions of hash functions
I shown to be small with high probability
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Results

dimensionality of the raw data set: ~40 million
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Summary
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