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Overview

� Evaluate Scoring Classifiers
� ROC & AUC
� sROC & sAUC
� Experimental Results
� Conclusions
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Evaluate Scoring Classifiers

� Classification Models ≈ Class Decision or Score

� Classification performance
� Accuracy    =

� Probability estimation performance
� Brier score  = 

� Ranking performance
� ROC curve & AUC

� Include all possible thresholds

� estimates probability that randomly chosen positive example is ranked 
before randomly chosen negative example
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ROC & AUC

1. Calculate score for each instance in the dataset
2. Rank instances on decreasing score
3. Draw ROC curve

1. next instance is + : move 1/P up

2. next instance is – : move 1/N to the right

4. Calculate the area under the curve (AUC)
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Calculate AUC without ROC

� Calculate AUC directly from the sorted test instances, without the 
need for drawing an ROC curve or calculating ranks

� P positive instances
� N negative instances
� is score for the positive instances
� is score for the negative instances

� AUC counts the number of pairs of positives and negatives such 
that the former has higher score than the latter
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Calculate AUC without ROC

� is 1 if                           , and 0 otherwise

� Z be the sequence produced by sorting 
in descending order

� is the rank of       in Z , and               is the number of positives 
before the j th negative in Z , namely the number of positives 
correctly ranked relative to each negative
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An Example (AUC)
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AUC Deteriorate 

� subtract 0.25 from the positive scores

� AUC deteriorates when positive scores are decreased
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sROC & sAUC

� sROC curve study  the relationship between 
AUC and differences in the score values

� is 1 if                          , and 0 otherwise 

� is 1 if                          , and 0 otherwise

� AUC counts the number of pairs of positives and negatives such 
that the former has higher score (at least     )than the latter
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=0         AUC(M1)=1
AUC(M2)=0.89

=0.25    AUC(M1)=0.67
AUC(M2)=0.89

Compare Classifiers in sROC Curve
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Calculate sAUC without sROC

� sAUC is a measure of how rapidly the AUC deteriorates 
with increasing margin 

� The number of negative instances that correctly ranked relative to 
each positive instance * the score of this positive instance

� The number of positive instances that correctly ranked relative to 
each negative instance * the score of this negative instance
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An Example (sAUC)
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Difference 

� ROC Curve & AUC
� ordinal comparison between the scores
� only ranking information
� overfitting the validation data

� sROC Curve & sAUC
� not only ranking information
� but also score information 

(the difference between the scores)
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Experiment 1

� Goal: sAUC outperforms AUC and Brier score for selecting models,
particularly when validation data is limited

� Two experiments: 
� artificial data 

1. Data set A & B (100 instances)

2. Each instance gets a probability p in [0,1]

3. Label instance (+ if p >= 0.5 )

4. Swap 10 examples of data set A, 11 examples of data set B
5. Construct “classifier model” Ma on data set A & Mb on data set B

6. Record which one is better 

7. Add noise to obtain ‘estimated’ probabilities

8. Which one is better now
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Experimental Result 1

� AUC, Brier score and Accuracy are more vulnerable to the existence of noise in the 
predicted probabilities

� the model selected by sAUC more reliable
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Experiment 2

� 17 real data sets selected from the UCI repository
� 11 small data sets 

� Training data 50%

� Validation data 10%
� Test data 40%

� 6 larger data sets

� Training data 50%

� Validation data 25%
� Test data 25%

� Train 10 different classifiers with the same learning technique 
(J48, Naive Bayes, and Logistic Regression) over the same training data, by 
randomly removing three attributes before training

� Model selected according to AUC, Brier Score and sAUC
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Experimental Result 2

� The performance of each 
selected classifier model is 
accessed by AUC on the test 
data

� sAUC is a good classifier model 
selector when the validation 
data is limited
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Conclusions

� When the validation data is limited, only ROC curve & AUC is not
enough to evaluate the performance of scoring classification models 
due to overfitting the validation data

� This paper mainly studied “how quickly AUC deteriorates if the 
positive scores are decreased”

� The concept of sROC curve & sAUC is presented, which uses both 
ranking information and score  information

� The problem of overfitting can be avoided effectively



19

Thank you


