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Online monitoring and fault identification 
of mean shifts in bivariate processes using 
decision tree learning techniques
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Motivation

 On-line process monitoring in  
manufacturing processes

 Fault identification in  
manufacturing processes

 Many correlated process variables 
simultaneously monitored
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Motivation

 No direct information from 
multivariate control charts to which 
variable or subset of variables 
caused the out-of-control signal

 Bivariate processes can provide 
this information
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Introduction

 Monitoring vectors X =[x1, x2, . . . , xp]

 Determine whether there are shifts in mean vector or 
variance-covariance matrix

 Many possible control charts can be used
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        statistics

 The most widely used 

 Manufacturing process has p correlated variables: 
X = (X1X2...Xp)

 N samples obtained with sample size m
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Modules

 Random data generation

 Process monitoring module

 Fault identification module
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Random data generation

 Required: data with specified mean 
shift patterns and shift magnitudes

 Data collected from a manufacturing 
process don't cover it

 Generate random dataset (under the 
assumption of a bivariate normal 
distribution)
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Process monitoring module

 Detects mean shifts in a manufacturing 
process

 DT1 to differentiate out-of-control data 
from in-control data

 In-control instances have a class 
label 0

 Out-of-control instances are labeled 
with 1

 The trained DT1 classifier is used to 
monitor the process
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Fault identification module

 Identifies the causes of out-of-control 
instances

 DT2 classifier is trained with 
generated out-of-control instances

 The model is used for classifying out-
of-control instances into different mean 
shift patterns
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Moving window approach

 When a new observation is valid, it is combined with the 
foregoing w − 1 vectors 

 Make a sample with sample size m(m = w) 

 N samples Xwi = [xij1 xij2]  i = 1,2, . . . , N, j = 1,2, . . . , m
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Data pre-processing approach

 If the current time is t we get a sample with sample size m,
Xt = [xij1 xij2]  i = t – w + 1, t – w + 2, ..., t; j = 1, 2, ..., w 

 Sample mean vector:

 The Mahalanobis distance:

 A vector Vt is made:
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Data pre-processing approach

 The vector Vt is imported into DT1 to determine whether there are 
shifts in the process

 If the output of DT1 is 1 (an out-of-control signal), 

the vector Vt is continuously imported into DT2 to classify it 
into a specific class as the result of fault identification
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Assumptions

 (1) The process mean vector       and variance-covariance matrix   
            are all known when the process is in control   

 (2) Only mean shifts are considered in this work for simplifying

 (3) Considered are only abrupt shifts where quality variables 
before and after a shift can all be modeled reasonably as 
independently and identically distributed variables 
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Samples generating

 The DT learning and testing samples are generated using the 
rules below:

When the process is in control, random data are 
generated following the distribution of N(0,    )

If there is mean shift occur at time t then the data after t 
are generated following the distribution of N(0+      ,     ), 
where        = [k1 k2], k1 and k2 are the mean shift 
magnitudes
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Mean shift patterns coding

 We define the coding of the mean shift patterns as shown in 
the table

 The mean shifts are encoded as 0 (no mean shifts), 
1 (downward mean shifts), or 2 (upward mean shifts)

 The coding of T0 represents that the process is in-control and the 
coding of T1 T8 represent that the process is out-of-control∼
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DT learning algorithm

 The main advantages are its simplicity and efficiency

 It can deal with large amount of high-dimensional data with high 
computing efficiency 

 The classification results are easy to understand and interpret

 DT are able to solve nonlinear 
classification problems
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Evaluation measures

 The ARL (average run length) is used for evaluating the 
performance of the monitoring procedure

 ARL0 is the in-control average run length: the average number of 
samples needed for a control chart to give an out-of-control signal 
when the process is in control

 ARL1 is the out-of-control ARL: the average number of samples 
needed for a control chart to give an out-of-control signal when 
there are shifts in the process

 A good multivariate process monitoring procedure: large ARL0 
and small ARL1
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Evaluation measures

 The performance of DT1 is evaluated using the metrics ARL and 
Correct Ratio (CR)

 The CR is the ratio of the number of correctly classified testing 
samples over the total number of testing samples

 CR is applied to evaluate the performance of both DT1 and DT2
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DT classifiers

 In this work, two DT classifiers are used

 In the learning process, the two classifiers can be trained 
independently

 In the model testing, DT1 is applied first. If the output of DT1 is 1, 
DT2 will be used subsequently

 In DT1 learning process, we define a misclassification matrix as 
the following to increase ARL0



03.06.2015  |  Fachbereich: 20  | Seminar machine learning: Predictive Maintenance | Andriy Nadolskyy 21

Numerical experiments

 The bivariate normal distribution with unit variances was used to 
generate learning and testing cases for the proposed model

 For presenting the interesting mean shift intervals, the mean shift 
magnitudes (k1, k2) for the two variables are set to take a value in 
(−3.00, −2.75, −2.5, . . . , −1.25, −1.0, 0, 1.0, 1.25, . . . , 2.5, 2.75, 3.0)

 For a bivariate process, there are 19*19(361) mean shift 
combinations including the in-control condition when μ = [0 0] and 
360 mean shift combinations when the process is out-of-control

 N1 in-control cases and N2 out-of-control cases are generated. 
Therefore, there are N = N1 + 360×N2 cases generated for model 
training.
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Numerical experiments

 Set N1 = 5,000+w−1 and N2 = 100 to generate random data 
for model training

 Generate the same number of samples for model testing with 
same mean shift patterns and shift magnitudes

 Analyze the effects of moving window width and correlation 
coefficients on the performance of the proposed model
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The moving window width w

 When evaluating the performance of the proposed model, we set 
w to be the values in (4, 6, 10, 20) respectively and ρ to be 0.5

 ARL0 increases with the increase of window widths. At the same 
time ARL1 decreases and CR increases

 But a large w delays out-of-control signals when mean shifts 
occur when the moving window approach is used
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The moving window width w

 

 The CR values of DT2 also increase with the increase of w

 A larger w will lead to a larger sample size and more accurate 
estimation on the process parameters can be obtained



03.06.2015  |  Fachbereich: 20  | Seminar machine learning: Predictive Maintenance | Andriy Nadolskyy 25

Effect of correlation coefificients

 Set ρ to be a value in (–0.9, –0.7, –0.5, –0.3, –0.1, 0.1, 0.3, 0.5, 0.7, 0.9)
to analyze the effect of correlation coefficients on the performance 
of the proposed model

 For simplicity presented are only the results based on w = 10

 The performance of both DT1 
and DT2 is analyzed

 All different corelation coefficients 
hold good performance of DT1
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Effect of correlation coefificients

 The minimum 
average CR value is 
88.97%

 The performance 
of the proposed 
model is acceptable
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Evaluation: parameter values

 A bivariate process based on ρ = 0.5 and specified mean shift 
magnitudes is studied

 The moving window width is set to 10

 The results of the proposed model are compared to Guh’s Model
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Comparison of results

 the ARL0 of 
the proposed 
model is 
201.10 
compared to 
that of 192 in 
Guh’s model
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Comparison of results

 When there are mean shifts, the ARL1 of the proposed model 
are all smaller than those of the Guh’s model. It shows in Table 8 
that the proposed model outperforms Guh’s model.
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Advantages of the proposed model

 (1) Guh’s model: a single DT classifier was built for both process 
monitoring and fault identification  

in our model, two DT classifiers are built respectively for 
process monitoring and fault identification
it leads to a smaller number of classes of the DT classifiers

 (2) The dimension of the input in Guh’s model is (p+1)×w : 
all data in the moving windows are selected as the inputs to the DT 
classifiers

in our model we use the mean vectors of the samples in the 
moving windows and the Mahalanobis distance as the inputs 
to the DT classifiers
the dimension of the inputs in our model is only (p+1)



03.06.2015  |  Fachbereich: 20  | Seminar machine learning: Predictive Maintenance | Andriy Nadolskyy 31

Conclusions

 A bivariate process monitoring and fault identification model was 
built using DT learning based techniques

 Two DT classifiers were built, one for process monitoring while 
the other for fault identification

 Numerical experiments of the proposed model based on different 
correlation coefficients and different moving window widths were 
presented

 all the CR values for fault identification were greater than 80% 
and most of them were greater than 90%
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Further research: two directions

 (1) Only a special circumstance of p = 2 was studied in this work. 
The cases where p > 2 should be studied in future to test the 
performance of the proposed DT learning based model

 (2) The assumption of constant variance-covariance matrix was 
made in this work. Although it is rational in specific situations, in 
some manufacturing processes the variances may change over 
time. How to use the proposed model in such situations is another 
further research topic
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Notes

 The proposed model clearly outperforms the Guh's model

this models in real manufacturing processes
origin of data

 One of the pointed advantages is a smaller number of classes of 
the DT classifiers

the difference between around 370 and 360 labels should 
be not a crucial factor

 The differentiation of logical parts (monitoring and fault 
identification)  comparing to Guh's model is an advantage 
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 THANKS FOR LISTENING. 
Q?
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