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Preferences are Ubiquitous

Fostered by the availability of large amounts of data,
PREFERENCE LEARNING has recently emerged as a new
subfield of machine learning, dealing with the learning of
(predictive) preference models from observed/revealed (or
automatically extracted) preference information.
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What is Preference Learning?

deC|S|‘on sciences ACTING, MAKING DECISIONS
choice theory

] ILP, statistical relational }
machine learning, Bayesian nets, etc. knoweldge representation
learning and reasoning

LEARNING REPRESENTING KNOWLEDGE
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Preferences in Al

“Early work in Al focused on the notion of a goal—an explicit target that must
be achieved—and this paradigm is still dominant in Al problem solving. But as
application domains become more complex and realistic, it is apparent that the
dichotomic notion of a goal, while adequate for certain puzzles, is too crude in
general. The problem is that in many contemporary application domains ... the
user has little knowledge about the set of possible solutions or feasible items,
and what she typically seeks is the best that’s out there. But since the user does
not know what is the best achievable plan or the best available document or
product, she typically cannot characterize it or its properties specifically. As a
result, she will end up either asking for an unachievable goal, getting no
solution in response, or asking for too little, obtaining a solution that can be
substantially improved.” [Brafman & Domshlak, 2009]

Preference learning: From learning ,the correct” to learning ,the preferred”
(more flexible handling of training information and predictions)
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Preferences in Al

User preferences play a key role in various fields of application:

— recommender systems,

— adaptive user interfaces,

— adaptive retrieval systems,

— autonomous agents (electronic commerce),
— games, ...

Preferences in Al research:

— preference representation (CP nets, GAU networks, logical
representations, fuzzy constraints, ...)

— reasoning with preferences (decision theory, constraint satisfaction,
non-monotonic reasoning, ...)

— preference acquisition (preference elicitation, preference learning, ...)

ECAI 2012 Tutorial on Preference Learning | Part 1 | J. Firnkranz & E. Hillermeier



Preference Learning vs. Preference Elicitation

— typically no user interaction

— holistic judgements

— fixed preferences but noisy data
— regularized models

— weak model assumptions, flexible (instead of axiomatically
justified) model classes

— diverse types of training information
— computational aspects: massive data, scalable methods
— focus on predictive accuracy (expected loss)

MACHINE Preference Preference > PREFERENCE MODELING
LEARNING Learning Elicitation and DECISION ANALYSIS

computer science operations research
artificial intelligence social sciences (voting and choice theory)
economics and decision theory
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Workshops and Related Events

=  NIPS-01: New Methods for Preference Elicitation

= NIPS-02: Beyond Classification and Regression: Learning Rankings, Preferences,
Equality Predicates, and Other Structures

= KI-03: Preference Learning: Models, Methods, Applications

= NIPS-04: Learning With Structured Outputs

= NIPS-05: Workshop on Learning to Rank

= |JCAI-05: Advances in Preference Handling

= SIGIR 07-10: Workshop on Learning to Rank for Information Retrieval
= ECML/PDKK 08-10: Workshop on Preference Learning

= NIPS—-09: Workshop on Advances in Ranking

= American Institute of Mathematics Workshop in Summer 2010: The Mathematics
of Ranking

= NIPS-11: Workshop on Choice Models and Preference Learning
= EURO-12: Special Track on Preference Learning
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AGENDA

Preference Learning Tasks

Performance Assessment and Loss Functions
Preference Learning Techniques

Complexity of Preference Learning

A S

Conclusions
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Preferences Learning Settings

= binary vs. graded (e.g., relevance judgements vs. ratings)

= absolute vs. relative (e.g., assessing single alternatives vs. comparing pairs)
= explicit vs. implicit (e.g., direct feedback vs. click-through data)

= structued vs. unstructured (e.g., ratings on a given scale vs. free text)

= single user vs. multiple users (e.g., document keywords vs. social tagging)

= single vs. multi-dimensional
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Preference Learning

Preference learning problems can be distinguished along several
problem dimensions, including

= representation of preferences, type of preference model:
— utility function (ordinal, numeric),
— preference relation (partial order, ranking, ...),

— logical representation, ...

= description of individuals/users and alternatives/items:
— identifier, feature vector, structured object, ...

= type of training input:
— direct or indirect feedback,

— complete or incomplete relations,

— utilities, ...
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Preference Learning

Preferences
assessing comparing

e

biary
7

gradual

A B CD A>‘ B>’ C>’ D ?’
A B C D A B C D
9 .8 3 + + - 0

- (ordinal) regression —> classification/ranking

ECAI 2012 Tutorial on Preference Learning | Part 1 | J. Firnkranz & E. Hillermeier



Structure of this Overview

(1) Preference learning as an extension of conventional supervised learning:
Learn a mapping

{ preference contexts} — {preference models}

e.g., people, queries, etc. e.g., rankings, partial
orders, CP-nets, etc.

(= connection to structured/complex output prediction)

(2) Other settings (object ranking, instance ranking, CF, ...)

12
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Structure of this Overview

(1) Preference learning as an extension of conventional supervised learning:
Learn a mapping

{ preference contexts} — {preference models}

e.g., people, queries, etc. e.g., rankings, partial
orders, CP-nets, etc.

(= connection to structured/complex output prediction)

The output space consists of preference models over a fixed set of
alternatives (classes, labels, ...) represented in terms of an identifier
= extensions of multi-class classification

13
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Multilabel Classification [Tsoumakas & Katakis 2007]

Training
0.34 0 0 1 1 0
1.45 0 32 277 0 1 0 1 Binary
preferences on a
. 1 e 2l 0 0 0 1 fixed set of items:
0.74 1 25 165 0 1 1 1 liked or disliked
0.95 1 72 273 1 0 1 0
1.04 0 33 158 1 1 1 0
Prediction
0.92 1 81 382 0 1 0 1
T\ LOSS
Ground truth ’
0.92 1 81 382 1 1 0 1
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Multilabel Ranking

Training
0.34 0 0 1 1 0
Binary
1.45 0 32 277 0 1 0 1 oreferences on a
1.22 1 46 421 0 0 0 il fixed set of items:
liked or disliked
0.74 1 25 165 0 1 1 1
0.95 1 72 273 1 0 1 0
1.04 0 33 158 1 1 1 0
Prediction B~ D~ C~ A
0.92 1 81 382 4 1 3 2 A ranking of all
T\ Items
LOSS
Ground truth ’
0.92 1 81 382 1 1 0 1
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Graded Multilabel Classification [Cheng et al. 2010]

Training
x| x|
0.34 0 10
1.45 0 32
1.22 1 46
0.74 1 25
0.95 1 72
1.04 0 33
Prediction
0.92 1 81
Ground truth
0.92 1 81

x4 | A | B | C | D
174 = + ++ 0

277
421
165
273
158

382

382

++

++
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Graded Multilabel Ranking

Training
 x1 | x2 | x3 | x4 | A | B | C| D
0.34 0 10 174 -- + ++ 0
Ordinal
1.45 0 32 277 0 ++ - + preferences on a
1.22 1 46 421 - - 0 + fixed set of items:
liked, disliked, or
0.74 1 25 165 0 + + ++ something in-
0.95 1 72 273 + 0 ++ - between
1.04 0 33 158 + + ++ -
Prediction B~ D~ C~ A
0.92 1 81 382 4 1 3 2 A ranking of all
T\ Items
LOSS
Ground truth ’
0.92 1 81 382 0 ++ -- +
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Label Ranking [Hillermeier et al. 2008]

Training

0.34 0 A>-BB>~C C>D
B C Instances are
DA . 32 277 associated with
1.22 1 46 421 B>~D A>~D,C>~D,A>C pairwise
preferences
o 1 25 165 [EEEEEEE between labels.
0.95 1 72 273 B>D,A>D
1.04 0 33 158 D>A,A>B,C>B,A>C
Prediction B~ D~ C ~ A
0.92 1 81 382 4 1 3 2 A ranking of all
T\ labels
LOSS
Ground truth ’
0.92 1 81 382 2 1 3 4
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Calibrated Label Ranking [Fiirnkranz et al. 2008]

-------------------- =

Combining absolute and relative evaluation:

a” b c| d7 e” 7 g
\ v ) v J
relevant irrelevant
positive negative
liked disliked
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Classes of Methods to Tackle these Problems

Reduction to binary
classification

Ranking by pairwise comparison
[HUllermeier et al. 08]]

Learning pairwise
preferences

Constraint classification
[Har-Peled et al. 03]

Learning utility

Statistical
inference

Statistical models for label ranking
[Cheng et al. 09, Cheng et al. 10]

: : functions
_ Log-linear models for label ranking
Boosting [Dekel et al. 04]
Structured output prediction
Structured output Tefemlo € el L]
prediction, margin

maximization Local prediction (lazy learning) Structured
[Brinker & EH , Cheng et al. 09] prediction
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Structure of this Overview

(1) Preference learning as an extension of conventional supervised learning:
Learn a mapping

{ preference contexts} — {preference models}

e.g., people, queries, etc. e.g., rankings, partial
orders, CP-nets, etc.

(= connection to structured/complex output prediction)
(2) Other settings:

object ranking, instance ranking,
collaborative filtering, dyadic prediction

21
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Object Ranking [Cohen et al. 99]

Training

= (0.45,0,35,155)
> (0.57,1,61,177) Pairwise
= (0.73,0, 46, 185) preferences

between objects

(instances)

Prediction (ranking a new set of objects)
Q — {m17 L2, L3, L4,Ls5,Le, L7, L, L9, L10,L11,L12, €B13}

L1007~ Lg = L7 > L1~ 11 »m— Lo = L »— 13 »— g »— 3 = 12 »~ 5 »~ g
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Object Ranking [Cohen et al. 99]

]. L11

L7
L4
L2
L10
L1
Lg
L12
L9

© 00 N O Ot = W N

TOTAL ORDER

—
o

Lo

—
—_

I3

—_
(N

Iy

TOTAL ORDER

© 00 N O Ot = W N

—_
o = O

L6
3
L9
L1
Ly
L2
L10
L11
L4
L5

12

2 10

3 I

4 11

5) H i)

TOP-K
RANKING

ECAI 2012 Tutorial on Preference Learning | Part 1 | J. Firnkranz & E. Hillermeier

L7
L4
L2
L10
L1
g
L12
L9
L6
L3

Iy

1.’[37 1367 r11 @D

O RO OO R ORS R OROMS>

ONILVYH 3IONVA3IT3IY

23



Instance Ranking [Fiirnkranz et al. 2009]

Training
X1 | X2 | X3 | Xa | dclass_

ry 034 0 10 174 - Absolute
preferences on

Lo 1.45 0 32 277 0 .
an ordinal scale.

L3 0.74 1 25 165 ++

Ln 0.95 1 72 273 +

Prediction (ranking a new set of objects)
Q — {m17w27w37m47w57w67m77w87m97m107m117m127w13}

L1ig m~ T4 > X7 > L1 > T11 ™= o = Lg = 13 ™ X9 = L3 = T12 ™ 5 = Lg

Ground truth (ordinal classes)

L1 L4 X7 X1 L11 L2 Xy dL13 L9 X3 L12 L5 Le
T 0 ++ ++ - + 0 + - 0 0 - --
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Instance Ranking [Fiirnkranz et al. 2009]

Extension of AUC maximization to the polytomous case, in which
instances are rated on an ordinal scale such as { bad, medium, good}

query set of instances to
be ranked (true labels
are unknown)

O bad
@® medium
@ good

predicted ranking, e.g.,
through sorting by
estimated score

EEIF=N e o 0000 Q¢ o oo [

ranking error
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Collaborative Filtering [Goldberg et al. 1992]

PRODUCTS
| P1| P2 | P3| .. [P38| .. | P8B| P89 | PI0_
1 4 3
2 2 1
v
o
z ? 2 ? ? ? ? 4
5 4
1 2

1:very bad, 2:bad, 3:fair, 4:good, 5:excellent

Inputs and outputs as identifiers, absolute preferences in terms of ordinal degrees.
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Dyadic Prediction [Menon & Elkan 2010]

Additional side-
information:

observed featur.es +
ueers andtems mmnmnm

2 2 1
2 2 ? ?  ? a4
4
1 2
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Preference Learning Tasks

generalized classification

collaborative
filtering

multilabel
classification

multilabel
ranking

graded multilabel
classification

label
ranking

object
ranking

instance
ranking

representation
A

type of preference information
|

identifier

feature

feature

feature

feature

feature

feature

identifier

identifier

identifier

identifier

identifier

identifier

absolute
ordinal

absolute
binary

absolute
binary

absolute
ordinal

relative
binary

relative
binary

absolute
ordinal
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absolute
ordinal

absolute
binary

ranking
absolute
ordinal

ranking

ranking

ranking

[ LI 1
task | input | output | training | prediction | ground truth

absolute
ordinal

absolute
binary

absolute
binary

absolute
ordinal

ranking

ranking or subset

absolute
ordinal

Two main directions: (1) ranking and variants (2) generalizations of classification.

dupjued



Loss Functions

Specification of a machine learning problem

= What kind of training data is offered to the learning algorithm?
= What type of model (prediction) is the learner supposed to produce?
= What is the nature of the ground truth,

= and how is a prediction assessed (loss function)?
- part 2

ECAI 2012 Tutorial on Preference Learning | Part 1 | J. Firnkranz & E. Hillermeier



Loss Functions

Things to be compared:

standard comparison of
scalar predictions

absolute utility degree

v

absolute utility degree <+

A
v

subset of preferred items subset of preferred items

A
v

fuzzy subset of preferred items fuzzy subset of preferred items

A
v

subset of preferred items ranking of items —

A
v

ranking of items ordered partition of items

non-standard comparisons

A
v

ranking of items ranking of items
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