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Abstract

The increasing rate of information on information sites, digital books, etc., makes it difficult for readers
to obtain the essential information they need in a short time. Not only is the quantity of information
huge, but also the heterogeneity of the data makes it difficult to summarize them automatically because
of the styles, the text structures, the level of language used and the forms of presenting the information
vary from one domain and genre of text to another. That is why the automatic summary of multiple
heterogeneous sources is a very interesting field of research. The text summarization (Nenkova &
McKeown, 2011) is the process of shortening a text or a group of documents (multi-document
summarization) written about the same topic, to a condensed version of a textual document In general,
there are two forms of summarization: the abstractive summarization, which consists in expressing the
ideas in a source documents by reformulating them and the extractive summarization, which builds the
summary from some extracted sentences of the source document. A summary is useful in order to get
relevant, important information about a topic without reading it completely.

Most of the existing corpus (group of files stored in electronic form and intended for a specific purpose)
for multi-document summarization such as MultiLingb (Habernal, Zayed, & Gurevych, 2016) or issue
from e.g. the Document Understanding Conference (DUC)(Over, Dang, & Harman, 2007), are mainly
focused on homogeneous data, more prevalently in newspapers. These corpora are built manually and
contain too few topics. Therefore, they are too small for a reliable analysis using machine learning. (Zopf,
Peyrard, & Eckle-kohler, 2016) Propose a heterogeneous corpus, built manually and comprising 10
different genres of documents. They reverse the summarization process by starting from a summary text
and create their corpus in three steps: from a summary, some important fragments of information are
first extracted, then they are used to download web pages related to the topic, and finally, these web
pages are classified in the 10 different genres they proposed. The goal of this thesis is to automate this
process and evaluate its performance.

Two approaches, namely the part of speech and the named entities have been used to extract the
information nuggets. By comparing them to the manually extracted list, the named entities based
approach provided better results when considering their F-Measure values (64.76% > 42.59%).
Subsequently, topic-related web pages to the information nuggets were downloaded using the Bing Web
Search API. Several classifiers were tested on the training data and SVM was more efficient than the
others (accuracy = 61.59 %). The causes of this average accuracy have also been explored. The training
data was generated from the corpus on the one hand using the StringToWordVector filter of the WEKA
tool and on the other hand by building some features related to the web pages. The classification of the
newly downloaded web pages reveals that they are made up of 90% of three document genres, and the
other seven genres have been represented at 10%. On average, 12 files were assigned to each summary
file and split on average into four documents genres.

The automation of this process makes it possible to create the largest heterogeneous corpus for multi-
document summarization, and the possibility of using the machine learning to evaluate the training set
reliably. The tools used allow to extend this solution in addition to the English language, to three other
languages Chinese, German, and Spanish.




Contents

1 Introduction

I Y/ (oY k2= T} o AR
1.2 CONEIIDULION tuutriiiinteiiiiine ettt e ettteeeetttaesettunesettanesestanesesasnesetsssssesssnssesunnesssssnsesssssnnessesnns
RS T I [t R

2 Related Work

2.1 Corpora for TeXt SUMMATIZATION ..ccceuuureereririeereriieeeeeriteeeesrirreeeessrteeessrreeeessssseeeessssseessssasees
2.1.1 HOMOZENEOUS COTPOTA.cceruruuueerereerrrrernnnerereerreeesnnisseseeereessnnssssssesrmessnnsosssssssneessnnsenses
2.1.2 HeteroZeneoUS COTPOTA ..ccieiiiiiiiiiiiieiieiieieeeeeteeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeaeeeaes

2.2 Web Pages ClasSifiCatiOn .........ccceeeeeciuiieiieiiiieeeciieeeeecieeeeseetreeeessereeessareeeesnaeeeessnsneesesnnnnns

3 Corpus Description

4 Identification of Information Nuggets

4.1 Wikipedia Summary as the Start POINT.........ccoovuieiiiieirieeeiieeiteeeeeeeee e e
4.2 Extraction of Information NUZZELS ......cccueeruerriienieriiinienitenie ettt s e e e sne e
4.2.1 Information Nuggets from Part Of Speech (POS) Tags......ccceevvueerrueerrveenseeenneeenneenn
4.2.2 ClauslE to perform the CPOS LiSt ...c.c.cevueriieinierieeiieeieenieeieesee e see et e sseeesanens

4.2.3 Co-reference Resolution Tools to improve the Extraction of Information Nugget

4.2.4 Nuggets from Named ENtities ........ccooeerieriieinieniienieecenieeitesee et
4.2.5 Information Nuggets by Merging the Named Entities and the CPOS List...................

5 Retrieval of Web Pages

6 Classification of Source Documents

6.1 Restructuration of the Corpus for WEKA USAZE .......cccveerureiriuierniieeenieeenieessreessireessnneessseens
6.2 Choice of the Classifier and the Dataset ........ccccccvuveeieeiiieeieiiiieeeeiireeeeecireeeesreeeessraeeeessnenes
6.3 The SVIM ClaSSIfier .. .uuetieiirieiieiiiieeiiiieee ettt eertee et e e sttt e e e s sbte e e s saaaeesssasteeeessasaaaesssnses
6.4 Classification Results on the Original Datasets........c.cccccvveeeeecureeeeriirieeeeeiireeeesiveeeeesnneeseennenes
6.4.1 Possible Causes of the LOW ACCUTACY ......ccccueerriiiiiiieiiiiieniieeeieeeiteeeiee et e e
6.4.2 Classification Using Self-Created AttriDULES.....cccccviieeeeiuiieeiriiiieeeerreeeeeeiee e eeiaee e
6.4.3 Document Genre Classification on Others Datasets .........cceevvreeerrrveeeersiveeeennineeeennns
6.5 Classification of Newly Downloaded Web Page .........ccceeeeeeiiiiieeiiiiieeciee e

7 Some Results: Example of the World Trade Center Topic
8 How to Run the Developed Tool

9 Conclusion and Future Work

List of Figures

List of Tables

List of Abbreviations

50

52

53

54




References 55




1 Introduction

The automatic text summarization consists of reducing a text to the essentials by using a computer.
Because of the information being overloaded on the net, search engines can return hundreds of results
for a query. Having a summary of these results would help the surfer to find the information he needs
quicker. Another scenario is, for example, the summary of a book. In this case, it helps the reader to
decide whether to continue reading, to buy it or not. Researchers invest much time in learning computers
to accurately produce the summary of a given text or set of documents. When only a document has to
be summarized, this is called a single document summarization (abstract, the introduction of an article,
etc.). A summarizer can also condense the content of many documents about the same topic. If the set
of documents belong to the same genre (e.g. news), then this process is called multi-documents
summarization (MDS), and if the input documents belong to more than one genre (news, blog, etc.), this
is called heterogeneous multi-document summarization (hMDS).

There are two forms of summarization: the abstractive summarization and the extractive summarization.
A human being often does the abstractive summarization; it consists of reading a text and resuming its
contents with others words. In contrary, the extractive summarization is the fact to fragment input texts
into sentences; important sentences are selected and reorganized in a coherent order. Finally, they are
reduced to build the summary (Figure 1-1). Most research in automatic text summarization is based on
the extractive summarization (Neto, Freitas, & Kaestner, 2002).
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Figure 1-1: Extractive summarization approach (Source: Jurafski & Martin)

The set of documents to summarize is often taken from a corpus. A corpus (plural corpora) is an
assemblage of documents in the electronic form for a defined purpose.

1.1 Motivation

All the existing corpora for multi-document summarization that exist so far are very small and have been
manually created. These corpora are created by asking the annotators to search for and record
documents that encounter certain criteria. In general, they contain less than a hundred of topics and
sometimes very few documents are assigned to each topic. This small size of corpora does not allow to
use the machine learning algorithms to train them efficiently on summarization tasks. The
summarization is then done manually, mostly using the approaches presented in the Document




Understanding Conference (DUC) or the Text Analytic Conference (TAC) (these approaches will be
described later in the related work).

If the number of documents to be summarized becomes very large, it becomes painful, or impossible for
the human being to produce a good summary. A solution is to make use of crowdsourcing (the task is
done by a crowd of people). For example, documents can be divided into sets. Several annotators are
invited to summarize each set. Subsequently, the best summary of each set is chosen. These chosen
summaries can be assembled again and resubmitted for a second summarization task, and so one until
the desired length of the summary is reached. (Lloret, Plaza, & Aker, 2013) show that this method leads
to a poor result. Then machine learning becomes very necessary to summarize them automatically. With
a very small corpus, machine learning cannot produce satisfying results. Thus, the larger the corpus, the
better the machine learning algorithms are trained to produce reliable results. (Neto et al., 2002) gives
some advantages of an automatic summarization, for example the size of the abstract can be monitored,
and it is possible to establish a relation between an element in a summary and its position in the original
text.

(Zopf et al., 2016) proposes a corpus containing more than 100 subjects that were manually created,
following the defined steps they established. The goal of this thesis is to study the automation of their
approach. In case of success, the corpus will be extended automatically to thousands of subjects, which
makes it interesting for a reliable summarization using the machine learning.

1.2 Contribution

(Zopf et al., 2016) describes a process to generate a homogeneous corpus for multi-document
summarization automatically. This process consists of three main steps: information nugget extraction
(fragment of information that offers useful information about a topic), web page retrieval, and web page
classification into 10 document genres. In this thesis, it will be shown that part of speech (nature of
words) and named entities (e.g. Person, location, time, etc.) can be used to find such information
nuggets. In addition to this, experiments have revealed that SVM is a suitable classifier for the web page
classification tasks and provides better results when the training datasets are generated from HTML files
instead of text files. It is also noticed that a document could belong to more than one genre, making the
learning difficult to the classifiers. For this reason, adding some features attributes such as text features,
HTML structures, URL feature, and if possible also include the analysis of neighbor web page, will
improve the accuracy. Finally, it is remarked, that some document genres (from the given 10 genres)
appear very rarely in the retrieved web page using a search engine (Bing). A corpus for heterogeneous
multi-document summarization has been produced automatically and can be used as silver standard in
the summarization tasks.

1.3 Structure

The general topic of this thesis was introduced in Section 1. In Section 1.1, the motivation of this work
is explained, and the contribution in section 1.2 will be given. In this section, an overview of the overall
structure and a short insight in each of the following section is given. The rest of this document is
organized as followed: the related works are presented in section 2. In section 2.1, there is a list of some
related works referring to the corpora for text summarization. They are separated into related works for
homogeneous corpora (section 2.1.1) and heterogeneous corpora (section 2.1.2). In section 2.2 some
linked works to web page classification are given. The corpus that is used in this thesis is presented in
section 3. The automation of this corpus construction will be in three steps:

The first step is the extraction of information nuggets. Section 4 highlights the methods used for this
task. First, in section 4.1, some reasons to choose a Wikipedia article as the start point of this process
are given. In section 4.2 the different ways used to achieve this goal will be presented. The first method
includes using the part of speech (section 4.2.1). The obtained list can be refined using the ClausIE tool




that is introduced in section 4.2.2. This tool is useful if it is combined with a co-reference resolution tool.
That is argued in section 4.2.3. Another process of identifying the information nuggets are by using the
named entities. This process described in section 4.2.4. Finally, it will be tested if merging the two
approaches can be powerful in section 4.2.5.

The second step of this work is web pages retrieval and download (section 5).

The last step of this process is web page classification. This is discussed in section 6. It is spoken about
the restructuration of the corpus in section 6.1, to enable WEKA to generate the datasets automatically.
The experiments that led us to the choice of the SVM classifier are introduced in section 6.2. In the
following section (6.3) is given more information about it and also some achieved results in section 6.4.
Some possible factors that led to the average accuracy observed are explained in section 6.4.1. After this,
another approach of classification by building the attributes based on the HTML, text, and URL features
is presented in section 6.4.2. Then in section 6.4.3, the chosen classifier is tested on others datasets to
check its parameters configurations. After training the SVM classifier, the classification of newly
downloaded web pages in highlighted in section 6.5.

Some examples of the classified web page are shown in section 7. Section 8 explain how the developed
tool can be tested. The conclusion of this work is presented in section 9 with some fields for feature
works.




2 Related Work

Experts may sometimes do the summarization task, but the work becomes boring and almost unfeasible
as the number of documents to be summarized increases. This is why systems for automatic
summarization have been developed. These systems can only be evaluated on gold standards which are
represented by manually created corpora (All the corpora found for training datasets, had been manually
generated, for this reason, there are not silver standards that can also be used. It is spoken about the
silver standard when the training dataset is generated automatically). Most corpora that are used for
multi-document summarization (MDS) tasks are homogeneous, but there also exist some heterogeneous
corpora. In the following, the available corpora found for MDS are presented.

2.1 Corpora for Text Summarization

The corpus that was found are usually very small in size and cannot provide reliable results using
machine learning (ML). The larger the corpus, the better the ML classifiers can be trained for the
summarization tasks.(Neto et al., 2002) describes how machine learning is used in the summarization
task. It exploits information like the sentence length, sentence position, similarity to title, similarity to
keywords, sentence-to-sentence cohesion, sentence-to-centroid cohesion, depth in the tree, referring
position in a given level of the tree, indicator of main concepts, occurrence of proper names, occurrence
of anaphors, occurrence of non-essential information, and so one. However, the accuracy of the
classifiers is improved with the size of the corpus. There exist some corpora for homogeneous and
heterogeneous multi-documents summarization.

2.1.1 Homogeneous Corpora

Corpora issued from DUC 2001-2003 (Over & James, 2001): DUC is the abbreviation of Document
Understanding Conference. These corpora are available from September 2001. It has been designed for
multi-summarization of newswire in the English language, and the provided summaries had fixed
lengths of 50, 100, 200, and 400 words. This corpus is built with 60 sets of 10 documents. One-half is
used for training and the other half for testing. In case of single-document summarization (SDS), 100-
words softcopy summary is generated for each document and constitutes the summary (take the first
100 words in the document). For MDS, a 400-words softcopy is done for each sets a set of 10 documents
(take the first 400, 200, 100, or 50 in the most recent document). A 400-words extracted summary can
be then reformulated to reduce its size by half up to the desired size (200, 100, or 50). (Benikova,
Mieskes, Meyer, & Gurevych, 2016) mention in their paper that another corpus which is similar to the
precedent versions has been created in DUC 2004; in addition to the English language in DUC (2001)
the Arabic language was added. This corpus has 50 topics, and the summarization is done by reducing
the extracted sentence into a 10-100 words summary. Further, from DUC (2005-2007), a new corpus
only available for the English language has been created. It contains 50 topics and more than 25
documents per topic. The summary consists of a 250-words. The summaries in DUC are performed by
using the abstractive summarization form.

Corpora issued from TAC 2008- 201: The TAC (Text Analysis Conference) summarization proceeds with
the efforts made at the DUC 2007. The summarization task consists of writing a short 100-word summary
average of a set of newswire articles assuming that the user has already read a given set of articles
previously. 10 documents are assigned to each of its 44 topics all written in the English language.
Content and readability are the points taken into account in the evaluation of the summaries. Apart from
newswire, TAC has also been evaluated on blogs. Participants are provided with a list of TAC QA Track
and the text snippets output by QA systems. The summaries are made by answering the questions using
the text snippets or associated documents. From TAC 2014, a corpus of scientific documents has been
created containing 50 topics and 10 documents for each topic. The summarization task here includes
producing a 250-words summary, using the same process as previously. In conclusion, TAC has been
tested on news, blogs, and scientific genres. However, each corpus only contains documents in one of




these three genres. As DUC, TAC uses the abstractive form of summarization. The first two presented
corpora are the most popular used in the summarization task.

MultiLing (2011; 2013)(Giannakopoulos et al., 2011): this corpus has been conceived to evaluate the
summarization algorithms on a set of languages. Its corpus contains 10 topics and each of them is
assigned 10 documents. A single representative abstract must be produced from a set of documents
describing a sequence of events. The size of the final summary is between 240 and 250 words. A topic
should only contain documents written in one language at the same time. The languages to be used will
be Arabic, Czech, English, French, Hebrew, Hindi and Greek. In 2015, MultiLing proposed another
corpus that supports 10 different languages: Arabic, Chinese, Czech, English, French, Greek, Hebrew,
Hindi, Romanian and Spanish. There are 10 documents in each of the 15 available topics and also a
summary of 240 - 250 words has to be produced.

(Loupy, Guégan, Ayache, Seng, & Moreno, 2010): this paper presents a Corpus for Sentence Compression
and Multi-Document Summarization for the French language. There are 20 documents per topic for an
amount of 20 topics. The abstractive summarization form is used to produce a 200-words summary in
average from news articles.

(Hirao, Fukusima, Okumura, Nobata, & Nanba, 2004): the summary is built from news articles written
in the Japanese language. The extractive form of summarization is used to construct a summary
containing 5% - 10% of characters. The first step consists of extracting important sentences from a given
set of documents. The redundant sentences are minimized, then the result is rewritten to reduce the size
of the summary to the specified number of characters or less. There is neither information about the
number of topics available in the corpus, nor the number of documents for each topic.

(Goldstein, Carbonell, Kantrowitz, Carbonell, & Kantrowitzt, 2000): their corpus contains at least 10
sentences per summary from news genre in the English language. There are 10 documents in each of 25
genres. In comparison to the precedents corpus, this one is generated using the extractive summarization
form.

(Carenini, Ng, & Zhou, 2007): propose a corpus for summarizing Email conversations written in the
English language with Clue Words. It contains 20 topics with at least four Email conversations in each.
The human summarizers directly selected sentences for each given Email. The summary is built by
considering about 30% of the original sentences. These summaries had to represent the major ideas of
the original E-Mail so that there is no need to read the original Email anymore. The extractive
summarization form is used here.

(Zechner, 2002): presents a corpus that can be used to summarize Open-Domain Multiparty Dialogues
in the English language. The extractive form of summarization is used on four different kinds of
dialogues: Call[Home from the Linguistic Data Consortium (LDC) collection, NewsHour (from PBS’s
NewsHour television show with Jim Lehrer (recorded in 1998)), CrossFire (from CNN’s CrossFire
television show with Bill Press and Robert Novak (recorded in 1998)), and GroupMeetings (from
recordings of project group meetings in the Interactive Systems Labs at Carnegie Mellon University).
This corpus contains in all 23 topics. The number of documents per topic and the size of the summaries
are not given in the paper.

2.1.2 Heterogeneous Corpora

(Nakano et al., 2010): The presented corpus uses the extractive form of summarization to produce an
abstract of about 2500 characters. It contains 24 topics, and 352 documents are assigned to each topic.
The summaries have been manually produced by students. There were six queries sentences as the
guideline. For a good quality summary, three student hat to read each summary and validate if the
queries have been good answered.




(Lloret et al., 2013): Of all the corpora cited so far. The one presented here is the largest. It is a
heterogeneous corpus of 310 topics in English. Each topic is assigned 10 documents. The extractive
summarization is used to produce a summary of 100 - 200 words. They focus on the tourist domain and
use the image collection described in (Aker & Gaizauskas, 2006). The model summaries were created
manually based on image descriptions taken from VirtualTourist and contain a minimum of 190 and a
maximum of 210 words.

(Benikova et al., 2016): propose a heterogeneous corpus in the German language. It contains 10 topics
with about 4-14 documents per topic. They use the extractive form of summarization to build a 500-
words summary in average. Their MDS process consists of three steps: In the first step, the most
important units are selected (so-called identification of nuggets). They characterized a nugget as it
should be important in the context of the given topic and has to contain at least one verb and one
corresponding noun and can maximally span over one sentence. Next, the selected nuggets are clustered
into groups with similar content, and for each cluster, the best nugget is selected. Finally, during the
formulation of summaries, the best nuggets are co-reference resolved, grammatical and sorted
coherently.

(Zopfet al., 2016) proposed a heterogeneous corpus with more than 100 topics in the English language.
This corpus is still growing since others topics are permanently added. There are about 10 - 20 HTML
documents for each topic. For each HTML file, there are three others text files obtaining by extracting
the content of HTML files manually and automatically. In this Thesis, the process of automatically
generate a heterogeneous corpus for the multi-documents summarization task based on their approach
is studied. More detail about this corpus is given in the corpus description chapter.

2.2 Web Pages Classification

Several techniques and approaches have been used to classify web pages into different genres. In many
researches, the classifiers such as Support Vector Machine, Naive Bayes, nearest neighbor, neural networks,
J48, and so forth have been used to classify new unseen web pages. Some features as the URL, the web
page structure and the web page content have often been used for the classification task.

(Dwivedi, 2016) evaluate the performance in term of precision of web page classification using the Naive
Bayes classifier of Weka. Their approach consists of downloading some web page randomly using the
Google Search engine and classifying them between news pages and non-news pages. They classify web
pages using their content, URL, and HTML structure.

(Gu et al., n.d.) used the SVM classification on their work. They used the extraction method based on
DOM Tree (Document Object Model Tree), which allows extracting the attitude information and text of
the tags. The Jsoup Parser has been used to clean the pages of noises such as advertisement before
generating the dataset for SVM classifier.

(He & Li, 2016) also used SVM classifier based on the structure of web documents in their work. Among
the full text, they also used the META information and the title in the header of the HTML web pages.
Moreover, they also analyze the links and the contents of image tags.

(Wen, Fang, & Guan, 2008) investigated on automatic web pages classification. They reduce the noises
in the dataset by removing the head of HTML web page, which often contains JavaScript, Cascading
Style Sheets (but they conserved the file title). The attributes have been generated from the word,
lemma, and tag to train some WEKA classifiers (SVM, NBK, C 4.5 and Naive Bayes).

(Vidulin, 2007) considers HTML features, URL features, and text-based features to classify new unseen
web page. They used a corpus of 1539 manually labeled web pages to generate 502 features. These




features have been chosen by observing the corpus and by surveying some related literature. J48 and
baggin are the two machine learning algorithms chosen for training and testing the precision of the
classification.

(Joachims, 1998) explore the use of Support Vector Machine (SVM) and give some arguments why the
SVM classifier is suitable for text categorization in comparison to the others classifiers.

(Kan & Thi, 2005) compare in their work the web page classification using the URL features. The sets of
features considered are URL components, its length, orthographic features, sequential n-grams and
precedence Bigram. They conclude that in certain scenarios, their method outperforms the state-of-the-
art text-based and link-based methods.

(Qi & Davison, 2009) investigated on some useful web-specific features for classification. They first give
some differences between web page classification and text classification. For example, there exist
connections between a web page to another through the links. They define two types of features (on-
page features and neighbor’s features). The on-page features are found on a web page (textual content
and tags), and neighbors features are web page linked to the current web page (parent, child,
grandparent, grandchild, sibling, and spouse). They affirm that considering these relationships perform
the accuracy of classifiers in comparison to the bag of words method.

(Riboni, 2002) classifies web page using the NaiveBayes classifier. They conduct their experiments on a
corpus containing 8000 documents to 10 Yahoo! categories. They considered the plain text and the URL.
Their experiments reveal that this combination could improve classification performances.




3 Corpus Description

A corpus (corpora in plural) is an assembly of a large number of files in electronic form meeting certain
criteria and intended for a specific usage. Generally, corpora are used to verify a hypothesis or also to
train computers to perform tasks like the text categorization and summarization. The bigger a corpus is,
the better it produces reliable results while learning the data. In the summarization tasks, the files that
have to be processed must relate to the same topic.

As seen in the related works, the corpora have always been manually created. After many researches,
there is no system that is used to generate the training set automatically. (Zopf et al., 2016) propose a
new approach to generating heterogeneous corpora for the multi-documents summarization task (Figure
3-1). This process consists of three steps: information nuggets extraction (fragments of text, which give
important information about the topic), web page retrieval, and web page classification. The purpose of
this thesis it to study how this process can be automated.

News

A
R/ X/ W
WORDPRESS
= __._____ > Heterogeneous
) ey T T e — Sources
Wikipedia Annotated ~_ |09
Summary Summary g y,

Figure 3-1: Corpus construction approach (Zopf et al., 2016)

The Wikipedia summaries are collected from articles of three domains:

e Domain 1: Art, Architecture, and Archaeology (D01).
e Domain 2: History (D02).
e Domain 3: Law, Politics, and Government (D03).

For each domain, a set of running number have been assigned to the topics: Topic 01 (T01), topic 02
(T02), and so one.

In the corpus, the folder DO1T23 will materialize the topic 23 of Domain 01. These files have been
assigned to the folders, following a guideline! illustrated with examples, and consisting of 12 steps.

e Step 1: create a folder for the topic that is going to be treated.

e Step 2: The lead (first paragraph of the Wikipedia article) of the given topic have to be extracted
and stored in a summary file.

! https://github.com/AIPHES/hMDS/blob/master/Guidelines.md




e Step 3: Both the URL and the version-ID of the Wikipedia article must be saved. It is important
to save the version-Id since the Wikipedia articles are regularly updated.

e Step 4: the most important information (information nuggets) must be extracted and saved in a
file called nugget.txt. It has been asked to extract 10 to 20 of such fragments of information.

e Step 5: A web search engine (Google or Bing) can be used to retrieve the web pages. It has been
recommended to at first log off from his account. Many criteria have been given the web pages
to be selected (no PDF, no book, must be written in the English language, plain text can be must
fully contain an information nugget, can be achieved in the web archive, extracted, and so one.).
The quotes can be used to force an expression to appear in the responses returned by a search

engine.

e Step 6: The URL of each selected web page must be saved in http://archive.org/web and also in
a text file.

e Step 7: The information nugget used to retrieve web pages must be saved in a new line in the file
of step 6.

e Step 8: Assign a document genre in a new line to the saved URL. There are 10 different documents
genres taken into account in the corpus: article, forum post, twitter, organization, encyclopedic
short, encyclopedic long, social media, scientific, education, and dialogues. How to distinguish
between different genres is explained in (Zopf et al., 2016).

e Step 9: Extract and saved the title of the downloaded web page in the same text file that in step
6.

e Step 10: The plain text is extracted from the web page and stored in others files to enable further
the training of classifiers with the plain text too (the extraction has been done manually and
automatically using the Boilerplate tool).

e Step 11: the created folder in step 1 is stored in the repository

e Step 12: Check the topic in the list as done or skipped

This corpus is publicly available and can be downloaded at the URL mentioned in (Zopf et al., 2016).
The downloaded corpus will look like Figure 3-2.

v E"ggz’;Tm v (= English 12:http://web.archive.org/v
v " A
& input v B0 2 Word Trade Center Complex
== = input ) : .
=] 1.html = P 3 4:0rganization
B 2.html v (= metadata . Wl ] buildi e
. 4 n 1 n
B Alrawibct B 1.6t i What is building 77
B Al B 106t 5 unknown
L] A2raw.bdt B 1ot
A2t
== 2.6t
5] Mlraw.txt g
5 Ml 5 3.
4.0t
= mz"aw'm _— . 101:7 World Trade Center
E M2.te o b 2 02:World Trade Center complex
3 Vliraw.txt 6.bct 3
Vit L 3 03:New York
pogy : =l 7.t 404:1987
5 V2.raw.tt i S
B L) bt 505:September 11 attacks
2, metadata =) 9.t 6 06:completed in 2006
v (= reference =] nuggets.txt 707:Larry Silverstein
] summary.raw.txt (= reference 8 08:was 47 stories tall
=] summary.tt &= DO1T02 909:Salomon Brothers became main
DO1T02 DO1TO03 1010:collapsed at S5
DO1TO03 & a :
S s 1111:collapsed due to fire
. DO1TO04 &= DO1T04 P

Figure 3-2: Structure of the corpus



http://archive.org/web

As mentioned previously, the folder DO1T23, for example, is short for topic 23 of Domain 01. Each of
these folders contains three sub-folders:

Input: here there are files further used to train WEKA classifiers for the web page classification purpose.
It contains downloaded HTML files and three types of extraction of its content: the manually extracted
content (Mx.txt), the automatically extracted content (Ax.txt) through the Boilerplate tool? and the
extraction of the visible text (Vx.txt) by setting an option in the Boilerplate tool. For each of these text
files, another version is provided by writing only one sentence in a line (file.raw.txt).

Reference: contains the normal summary text file and another version (summary.raw.txt) with a single
sentence pro line.

Metadata: It embodies many files among with a file called nuggets.txt. This file contains a list of
information nuggets manually extracted from the summary.txt file. Each of these information nuggets is
attached to a web page described in the above text files. For example, the nuggets.txt file in Figure 3-2
contains 11 information nuggets, that is the reason while there is 11 text file, named by the order number
of each information nugget. Also, the second nugget is attached to the file 2.txt which informs that: the
information nugget World Trade Center Complex has been used to find the web page 2.html located in
(http://web.archive.org/web/20160306083026,/http:/rememberbuilding/.org/7-facts-about-building-7/)
This web page has for document genre organization, has the title “what is building 7?” and the copyright
in unknown.

The corpus contained about one hundred topics on December 2016. These have been used to train some
classifiers and used the generated model to classify newly downloaded web pages.

The present structure of the corpus cannot directly be used by WEKA to generate the training dataset
and must be restructured. How the corpus needs to be restructured will be explained later.

2 https://htmlSboilerplate.com/
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4 Identification of Information Nuggets

The approach to be automated is described in Figure 3-1. As said in the corpus description, the summary
file is built from the lead of Wikipedia articles

4.1 Wikipedia Summary as the Start Point

According to the Wikipedia featured article criteria®, Wikipedia articles are well written, comprehensive,
well-researched, neutral and stable (Zopf et al., 2016). The lead is the text written before the table of
contents. It introduces the topic and gives the most important information from the rest of the document.
Each sentence is supposed to be informative. Wikipedia specified that the lead must contain at most four
paragraphs. Given that the Wikipedia articles are often written by many authors from different countries,
different cultures, different knowledge, and are also updated regularly, they can be considered as an
agreement of several authors on a given subject. Therefore they are considered as a high-quality
summary. Because of these particularities, it can be concluded that they include all the important
information, even the most recent ones. One can conclude that the retrieved web page will not bring
new information anymore since Wikipedia articles are regularly updated. This corpus-building approach
is therefore valid. Currently, only the files written in the English language has been taken into account
for the creation of the corpus. Instead of a Wikipedia summary, any high-quality summary can be taken
as the starting point of this process. This approach can be extended to other languages because of the
simplicity of this model. Figure 4-1 give the structure of a Wikipedia article.

TTETENpoTEE

Von A bis Z Bafang «— Title Lead / Introduction

Zufalliger Artikel —

Mimachon |Bafang ist eine Stadt in der Region Quest in Kamerun. Sie ist Hauptstadt des Bezirks Haut-Nkam I‘/ Bafang
Artikel verbessern Inhaltsverzeichnis [Verbergen]
Neuen Artikel anlegen 4 Verkehr
Autorenportal
- 2 Religion
e - __ —— Header
Letzte Anderungen P Persdnlichkeiten 1«
Kontakt 4 Weblinks
Spenden
Werkzeuge Verkehr [ Bearbeiten | Quelltext bearbeiten ]

s auf d i
Links suf fas Sels Bafang liegt an der Fernstralie N5

Anderungen an
verlinkten Seiten

—~— . i I —
TEELEE Religion [Bearbeiten | Quelltext bearbeiten | infoboxes
Permanenter Link oo .
. Koordinat 55°9'N,10° 11’0
el formetienan Seit 2012 ist Bafang Sitz des Bistums Bafang coranaten -
Wikidata-Datenobjekt Sl
Artikel zitieren Personlichkeiten [Bearseiten | Quelitext bearbeiten | S S
Drucken/exportieren « Joél Tchami (* 1982), kamerunischer FulRballspieler Region Ouest
Buch erstellen « Siyou Isabelle Ngnoubamdjum (* 1968), afrodeutsche Gospelsangerin Bezirk Haut-Nkam
Als PDF herunteriaden Héh 1235
R . ohe m

Uruckversion Webhn.ks [ Bearbeiten | Quelltext bearbeiten ) )

Einwohner 33.342 2012)
In anderen Projekten ® Commons: Bafang — Sammlung von Bildern, Videos und Audiodateien
Commons

‘ Kategorien: Ort in Kamerun | Ouest (Kamerun) | Ort in Afrika "' E— Category

In anderen Sprachen &

Cebuano

Enslsh — «—— Languages

Francais \ese Skite wurde zuletzt am 21. Juli 2016 um 09:32 Uhr bearbeitet

Figure 4-1: Wikipedia article features

Generally, at least one category is assigned to each Wikipedia article. This was useful to select the topic
which belongs to the three domains considered for the corpus. Although Wikipedia articles are often
written in many languages, the majority is written in English. This makes the research of the summaries
easier because for each topic for which a Wikipedia article exist, it is likely to get an English written
summary.

In the next section, it will be explained how the information nuggets can be programmatically identified.

3 https://en.wikipedia.org/wiki/Wikipedia:Featured_article_criteria.
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4.2 Extraction of Information Nuggets

is a building in the in Lower Manhattan, City. The
current incarnation is the second building to bear that name and address in that location. The original structure was
completed in and was destroyed in the . The current building . Both
buildings were developed by , who holds a ground lease for the site from the Port Authority of New
York and New Jersey. The original 7 World Trade Center , clad in red exterior masonry, and
occupied a trapezoidal footprint.

01: 02: 03: 04:
05: 06: 07: 08:

Figure 4-2: An example of a manually extracted information nugget list manually

Information nuggets are fragments of texts that give important information about a topic. They can be
a word or an expression and must appear entirely in a requested web page (Figure 3-1). That means
that they are supposed to represent atomic information (only the web pages on which they appear
entirely are considered). Furthermore, they must be related to the topic. Recognizing such expressions
is difficult because some words with the same semantical function (e.g. proper noun) are not necessarily
information nuggets. One can remark from this short list in Figure 4-2 that they can be a date (1987), a
proper noun (Larry Silverstein), a location (World Trade Center Complex), also another type of
expression containing verbs, adjectives, (was 47 stories tall) and so forth. How can a computer be
trained to extract such expressions? Two approaches based on the Part of Speech tags (POS) and on the
named entities (NE) have been evaluated. There are presented in the followings subsections.

4.2.1 Information Nuggets from Part Of Speech (POS) Tags

The Stanford POS Tagger tool has been used to read the Part of Speech of each word of the summary
files. A part of speech of a word represents its lexical function: this can be a preposition, a verb, a proper
noun, and so one. The tool is implemented in Java, is based on the log-linear POS taggers described in
(Toutanova, Klein, & Manning, 2003), and requires java 1.8+ to run. Depending on the model
complexity, plenty of memory can be needed to train a tagger. The Stanford group suggests a minimum
of 1GB. The first implementation of POS has been done by Kristina Toutanova and has been further
extended by many other authors to support many other languages than English, and also to improve its
performance, its speed, and its usability. The actually supported languages by this tool are: English,
Arabic, Chinese, French, German, and Spanish. Furthermore, the tool contains a training file (with the
extension .tagger) for each supported language. This training file includes all the information the tagger
needs to tag a string. Figure 4-3 shows the result of the POS tagging on a short extract of a summary
file from the core corpus (...\hMDS\English\DO1TO01\reference\summary.txt). A list of different
functions words and their signification can found in the following paper (Marneffe & Manning, 2010).
The explanation of the abbreviations on the picture is:

NN = Noun; NNS = Noun, plural; NNP = Proper noun, sing.; IN = Preposition or subordinating
conjunction; CD = Cardinal number; VBN = Verb; JJ = Adjective and TO = to).
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€O NE Be [N Vo) BN (NOT BN W) B N (v B89 2§ (] (555 (W88 (W8 ()
. is a building in the |\ RIEEEReEREREE in Lower Manhattan , Mmy
o) W W (e W @ [ove B W ) BN WED & [

The current incarnation is the second bunldlng to bear that name and address in that location .

B W B @0 (BN (N €D (cc/ved (eN (NEBD E8 (€0 B8 ()
The original structure was completed in m and was destroyed in the SEAEHBERSNEREEE |
v Ve W @9 0

The current bunldlng m

by [N (veD (BN (N (8§ DWP VezZ o7 BN &N WD BN W b7 BN NS N (NS (NS
Both buildings were developed by [% , who holds a ground lease for the site from the Port Authority of New York

B W [0 WE WNe (NS (Veo (€D BN§ W) W N BN 2 W (Jlccd o [BF W N (]
The original 7 World Trade Center JEEEYASCHEERE] , clad in red exterior masonry , and occupied a trapezoidal footprint .

CD = cardinal number, NNP = proper noun, sing. = adjective, NN = noun, sing., VBD = verb past tense,
TO = “to?%; IN = preposition/sub-conj
Extraction of expression building from the following tags: NN [S, P, PS], IN, CD,

Figure 4-3: Identification of Part Of Speech tags in a summary text.

Eight manually extracted information nuggets that has been provided with the corpus are highlight in
blue in Figure 4-3. Some of them have been analyzed to discover how they are built:

World trade Center = NNP + NNP + NNP

Port Authority of New York = NNP + NNP + IN + NNP + NNP
September 11, 2001 = NNP + CD + CD

collapsed due to fire = VBN + JJ + To + NN

With many other experiences, one can remark that the information nuggets are often built using a
consecutive appearance of one of the following function words NN, NNS, NNP, NNPS, IN, CD and JJ.
They can be extracted in a Java program using the following four regex patterns NN(.)*, IN, CD, and JJ.
The function word IN is not extracted alone, it must always connect two of the three other function
words. The solution based on this approach will be called in the rest of the paper by Compound POS
(CPOS). Applying this regex pattern on a summary file in core corpus DO1TO1\reference\summary.txt
(the whole summary from Figure 4-2), 52 expressions that fulfill these conditions are obtained (Figure
4-4).
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3

uncontrolled fires

Larry Silverstein

The list on the right side of the bar is obtained by
extracting sequences of POS tags satisfying one of
the following patterns:

CD (Cardinal numbers),

first visible from the exteriorwith the onlysteel skyscraper in the world
critical internal column

internal fire suppression system addressin that location

Consolidated Edison power substation

old the first tall building
rooftop penthouse structure at 5:20:33 pm

nearby North Tower of the World Trade Center
ground lease for the site from the Port Authority of

(Nouns) (Prepositions),

(Adjectives)

50
]
=
01: 7 World Trade Genter vy September 11 attacks water pressure
g 7WTGC
u name
04: 1987 e
05: September 11 attacks 5 long-termlease
— NewJersey 2008 NIST study
07: Larry Silverstein ;'ﬁ elevated walkway debris
) & 7 World Trade Center
= difficuldes floors of the building
o]
= 2001
10: collapsed at 5 ® currentincarnation trapezoidal footprint
%= collapse 1987
; original structire FEMA
(1)The manually extracted information nugget list =
. ) . . . ) 9 1988 secondbuilding
The expressions in green are identical in both lists. | 3 5:210pm Tenants
E current building clad in red exterior masonry
3
5 afternoonon World Trade Center plaza
. @ final collapse time at 5:20:52pm stmictural failure throughout
lists @ original unique structural design constraints
=
o
50
80
-
g
=
s
o]
E
=
£
~~
5

in Lower Manhattan

building in the
Figure 4-4: Extraction of information nuggets from the POS tags

From this result, some remarks can be made:

Some expressions appear exactly or in the both lists.

The original is not complete because it has been asking only to extract 10 to 20 information
nuggets manually.

Some nuggets have been incompletely extracted (collapsed at 5 # collapse time at 5:20:52pm)
Many expressions in the automatically extracted list are information nuggets, but they do not
appear in the manually extracted list (e.g. 7WTC, New Jersey, 2008 NIST study, etc.).

Also, many elements on the automatically extracted list cannot be considered as information
nugget (e.g. name, difficulties, due, etc.)

In reality, the precision, recall, and F-Measure are higher since the manually extracted list of
information nuggets in incomplete.

To evaluate the proposed method, it has been considered that an expression is automatically found if it
appeared entirely on both lists, or if it appears partially in one of the lists. For Instance, it has been
assumed that “Port Authority” and “Port Authority of New York” are identical. In the same way “World
Trade Center” and “North Tower of the World Trade Center.” In Figure 4-4, one can see that:

Four expressions appear exactly in both lists (7 World Trade Center, 1987, September 11 attacks,
and Larry Silverstein)

Three expressions in the manually extracted list appear partially in another list (New York, 7
World Trade Center, ground lease for the site from the Port Authority of New York)

10 expressions in the retrieved list appear in the original list (buildings, 47 stories tall, Silverstein,
September 11, main tenants of the building, Salomon Brothers, fire, 2006, due, tenants).

It has been considered that the information nugget collapsed at 5 has not be found because it has
been modified by the manual extraction and cannot entirely be found any more in the summary
file.
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If the Recall (R) is defined as the percentage of manually extracted information nuggets, which have

been found by this approach, then R = g =90.91 % since 10 expressions over 11 from the left list

(Figure 4-4) appear on the right side (green and yellow colored). The precision (P) can be defined as
the percentage of the information nugget available in the automatically retrieved list:

P = (4; 21 9 = 26.92 %, since four information nuggets appear entirely in both lists and 10 nuggets from
the retrieved list are part of the manually extracted nugget list. The F-Measure (F) is define as follow:
F = f,:;l; = 41.54 %. These values have been used to evaluate the performance of the proposed method,

but they are higher in the reality, since the manually extracted list is incomplete (some others
information nuggets can be added). This solution has been evaluated on the whole corpus and got
following average results: Precision: 27.39 %, Recall = 95.74 % and F-Measure = 42.59 % (Figure 4-5).
The low precision is predictable since the retrieved list is three times longer than the list of manual
extraction. That means that a maximum of 34 % from precision can be reached in average for the corpus.
The precision can be ameliorated by adding more information nuggets in the manually extracted list or
by reducing the size of the retrieved list (or by eliminating the false information nuggets).

Folder Precision Recall Nuggets CPOS
0,6666667 1 10 12 Average Nugget Length 13,86813187
0,25 0,85714287 14 12 Maximum 20
0,30769232 0,8181818 11 13 Minimum 10
0,23076923 0,8181818 11 13
0,5 0,84615386 13 14 Average NE Length 42,96703297
0,14285715 0,72727275 11 14 Maximum 117
0,29411766 0,72727275 13 17 Minimum 12
0,3888889 0,9285714 14 18
0,15789473 1 10 19 Average Precision 0,273885641
0,8 1 17 20 Average Recall 0,957427473
0,5714286 1 10 21 Average F-Measure 0,42592844

Figure 4-5: Evaluation of the part of speech based solution on the corpus

By removing some elements in the retrieved list without taking into account if they are true information
nuggets or not, the precision may grow while the recall may decrease. It is, therefore, better to identify
expressions that are likely false information nuggets and remove them. How to identify these false
expressions is difficult. The idea is to consider sentences where the topic of the summary appears. ClausIE
is a clause-based open information extraction tool that can be used for this purpose. It is presented in
the next subsection.

4.2.2 ClauslE to perform the CPOS List

ClauslE is a powerful tool that can help to detect clauses within a sentence. A clause is a part of a
sentence that has its own subject and its own verb. A clause must have at least these two parts.
Optionally, it can contain a complement (C), an indirect object (Oy), a direct object (O), and one or more
adverbials (A). (Del Corro & Gemulla, 2013) describe ClauslE as “based on dependency parsing for clause
detection in a sentence and a small set of domain-independent lexica to detect clause types.”. In their
research, they compare ClauslE to others approach performing the same task (OLLIE, Reverb, WOE) and
as a result, ClauslIE outputs more propositions, and its precision was similar or higher.

Furthermore, (Del Corro & Gemulla, 2013) mention that ClauslE doesn’t require any training data to
split sentences and it treats sentences one after the other without post-processing.

For the moment, this tool can only analyze texts written in the English language. It uses grammatical
rules to determine the clauses from an input sentence and then determines the type of clause given the
grammatical functions of each component. The tool can be tested using the online demo or by

4 Dependency-based methods for syntactic parsing.
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downloading it as source code and binaries on their website®. With the online demo, just one sentence
has to be given every time for clause derivations. With the binaries, one can specify an input file
containing a set of sentences to be analyzed. But, only one sentence muss be written per line in the file.
The difficulty here to differentiate from a summary text a point punctuation from a decimal number.
This can be done by using the Regex. Some patterns to the output of ClauslE are shown in Table 4-1.
The abbreviations refer to:
S: Subject, V: Verb, C: Complement, O: Direct object, Oi: Indirect object, A: Adverbial,

Vi: Intransitive verb, Ve: Copular verb®, V.: Extended-copular verb, Vim:: Monotransitive verb,
Vae: Ditransitive verb, Ve: Complex-transitive verb.

Pattern Clause example Derived clauses
type

SV; sv) Wolfgang Goethe died. "Wolfgang Goethe" "died."

SVA (SVA) WG remained in Frankfurt. "WG" "remained" "in Frankfurt."

SV.C (SVQ) WG is German. "WG" "is" "German."

SVm:O (SvVO) WG learn many languages. "WG" "learned" "many languages."

SVa:0iO (SVO0) Strbrg university gave WG the doctor title. "Strbrg university" "gave" "WG the doctor title."

SV:OA (SVOA) She showed his husband to the office. "She" "showed" "his husband to the office."
"his" "has" "husband."

SVOC (SvVOCQ) WG declare the meeting closed. "WG"  "declare" "the meeting closed"
"the meeting" "closed."

SViAA (SVAA) WG died in Weimar in 1832. "WG" "died" "in Weimar."
"WG" "died" "in 1832."
"WG" "died."

SV.AA (SVAA) WG remained in Weimar until his death. "WG" "remained" "in Weimar until his death."
"WG" "remained" "in Weimar."
"his" "has" "death"

SV.CA (SVCA) WG is a novelist of the 18" century. "WG" "is" "a novelist of the 18th century."
"WG" "is" "a novelist."

SVm:OA (SVOA) WG learnt English in 1758. "WG" "learned" "English in 1758."

ASVm:O (ASVO) in 1758, WG learnt English. "WG" "learned" "English in 1758."
"WG" "learned" "English."

Table 4-1: Clauses extraction with ClauslE

1- 7 World Trade Center is a building in the World Trade Center complex in Lower Manhattan, New York City.

"Lower Manhattan®

(L3

is“ "abuilding in the World Trade Center complex in Lower Manhattan"

(L3

is“ "a building"
"is“ "New York City"

2- An elevated walkway connected the building to the World Trade Center plaza.

"An elevated walkway"
"An elevated walkway"

"connected"”
"connected"

"the building to the
"the building*®

plaza"

3- The original structure was completed in 1987 and was destroyed in the September 11 attacks.

"The original structure”
"The original structure”

"was completed”
"was destroyed"

"in 1987"
"in the September 11 attacks”

Figure 4-6: Example of generated clauses with ClauslE

The idea is to split the sentences of the summary file into clauses and then consider only those where
the topic appears. If the topic appears in the subject part of a clause, the object gives more information

5

6

http://resources.mpi-inf.mpg.de/d5/clausie/

A copular verb is a special kind of verb used to join an adjective or noun complement to a subject.
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about it (sentence 1 in Figure 4-6). Similarly, if the object contains the topic, then the subject would
bring interesting information about it (sentence 2 in Figure 4-6). The problem with this solution is that
the topic can appear a few times in the summary file, leading to a short list with the CPOS solution.
Most of the time, the topic is replaced by synonyms, pronouns or others expressions that refer to the
same thing (sentence 3 in Figure 4-6). They are called the referents of the topic. If such referents in a
summary file can be identified, then the new input file may be built from clauses containing the topic or
one of its referents. This may help to eliminate some false expressions considered as information nuggets
from out CPOS lists. A referent of a keyword can be found using a co-reference resolution tool. Some of
them are presented in the following section.

4.2.3 Co-reference Resolution Tools to improve the Extraction of Information Nugget

The Stanford group define the co-reference resolution as “the task of finding all expressions that refer to
the same entity in a text.”’. Many tools have been explored in order to find out which one is able to
detect the referents of the topic in each summary file more accurately. In the following some are
presented:

The Stanford Co-reference Resolution tool® (Recasens, Marneffe, & Potts, 2013): This tool is often
used and cited in the papers dealing with the co-reference resolution. It is available for the English and
Chinese language and implements both pronominal and nominal co-reference resolution. They propose
three approaches to detect the referents of an expression in a text:

e Deterministic: this system is multi-pass sieve rule-based. It also includes pronominal resolutions,
string match, and the rules. (Recasens et al., 2013) says that there are 10 rules in all, but they
have not been mentioned in the paper.

e Statistical: The system iterates through a document and creates a co-reference link between each
current and a preceding mention.

e Neural: this system is based on the neural network and also operates with the mention-ranking
model. Experiences on the Stanford homepage show, that this system is very slow, but produces
better results.

(Mention)

7 World Trade Center is a building in the World Trade Center complex in Lower Manhattan , New York City .

(Enten’ wntenr
The current building opened in 2006 .

=nien) "(Mention
The current building opened in 2006 .
The original structure was completed in 1987 and was destroyed in the September 11 attacks .

(Mention} - Mention
On September 11, 2001 , 7 WTC was damaged by debris when its North Tower collapsed .
Figure 4-7: Co-reference resolution with the Stanford tool

This tool has been tested on some summary files, and the results were not satisfying for all the topics.
Figure 4-7 shows the example of four sentences that are processed using their online Demo tool®. There
is not any option to switch between the different systems (deterministic, statistical and neural). The

7 https://nlp.stanford.edu/projects/coref.shtml
8 http://stanfordnlp.github.io/CoreNLP/coref.html

o http://corenlp.run/
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following referents have been identified: World Trade Center = World Trade Center, The current building
= the current building, 2006 =2006, and 7 WTC = its. As one can remark, the tool was only able to link
the same expressions or pronouns that refer to an expression. The tool can neither identify 7 WTC as a
referent of 7 World Trade Center, nor the current building as another referent. A good co-reference
resolution tool may catch following referents for the topic World Trade Center (from the sentences on
Figure 4-7):

World Trade Center = {the current building, the current incarnation, the original structure, 7 WTC, its}.

BART (Beautiful Anaphora Resolution Toolkit)!°(Versley et al., 2008): This tool includes a variety of
ML approaches and can use several ML toolkits, including WEKA, the Berkeley parser, the Stanford
NER(Named Entity Recognition), and an included MaxEnt implementation. It can be tested on a Linux
operation system. For larger quantities of text, their REST-based web service must be used. The results
with this tool were similar to the online demo of the Stanford co-reference resolution tool. With the same
text as above (Figure 4-7), the same referents have been returned. This tool is open source, and 9 people
(listed on their web page) have been involved in its creation and evolution.

Reconcile!! (Stoyanov et al., 2010): it uses the Stanford Named Entity Recognition System, the Berkeley
Parser and supervised machine learning classifiers to handle co-reference resolutions. It outperforms the
Stanford co-reference resolution tool on the same datasets, but cannot be able to find enough referents
in many other summaries.

1 1 ] RuCKkgangig E = r ]
NP NO="0" CorefID="18">7 Ty e Center</NPF> is <NP NO="1" CorefID="18">a building in <NP NO="2" CorefID="2">the Wor
‘NP NC="5" CorefID="5">The current incarnation</NP> is the second building to bear <NP NO="6" CorefID="6">that name</NP>
‘NP NC="8" CorefID="19">The original structure</NP> was completed in <NP NC="9" CorefID="30">1987</NP> and was destroyed
‘NP NC="11" CorefID="19">The current building</NP> opened in <NP NO="12" CorefID="12">2006</NP>.

‘NP NO="13" CorefID="13">Both buildings</NP> were developed by <NP NO="14" CorefID="31">Larry Silverstein</NP>, who holds
NP NC="19" CorefID="19">The original 7 World Trade Center</NP> was <NP NO="20" CorefID="20">47 stories</NP> tall, clad i
NP NC="23" CorefID="23">An elevated walkway</NP> connected <NP NO="24" CorefID="19">the building</NP>

to <NP NO="25" CorefID="19">the World Trade Center plaza</NP>.

‘NP NO="26" CorefID="19">The building</NP> was situated above <NP NO="27" CorefID="27">a Consolidated Edison power substa
Then <NP NC="29" CorefID="19">the building</NP> opened in <NP NO="30" CorefID="30">1387</NP>, <NP NO="31" CorefID="31">S5i
n <NP NO="33" CorefID="33">1988</NP>, <NP NO="34" CorefID="34">Salomon Brothers</NP> signed <NP NC="35" CorefID="35">a 1
ind became <NP NO="36" CorefID="36">the main tenants of <NP NO="37" CorefID="19">the building</NP></NP>.

m <NP NO="38" CorefID="38">September 11, 2001</NP>, <NP NO="39" CorefID="19">7 WIC</NP> was damaged by <NP NC="40" Coref
when <NP NO="41" CorefID="19">the nearby North Tower of <NP NO="42" CorefID="19">the World Trade Center</NP></NF> collap
NP NC="43" CorefID="43">The debris</NP> also ignited <NP NO="44" CorefID="51">fires</NP>,

which continued to burn throughout <NP NO="45" CorefID="45">the afterncon</NP> on <NP NO="46" CorefID="46">

lower floors of <NP NO="47" CorefID="19">the building</NP></NP>.

World Trade Center = {a building in, The original structure, The current building, The original 7 World Trade Center, the building,
the World Trade Center plaza, 7 WTC, the old 7 World Trade Center, the first tall building, the nearby North Tower of}

Figure 4-8: Co-reference resolution with Reconcile

In the same summary, this tool has been able to identify following referents for the topic World Trade
Center = {a building in, The original structure, The current building, The original 7 World Trade Center,
the building, the World Trade Center plaza, 7 WTC, the old 7 World Trade Center, the first tall building, the
nearby North Tower of}. The tool achieved good results on some summaries but also identified too few
on none referents in some other summaries. For this reason, it cannot be combined with Clausle to filter
the CPOS lists better.

Others tools for the co-reference resolution have been tested: cherrypicker'? (Ng & Cardie, 2002),
OpenNLP*? and GuiTAR', but the results were worse than the three tools that were mentioned above.

http://www.bart-coref.org/

11 http://www.cs.utah.edu/nlp/reconcile/.

12 http://www.hlt.utdallas.edu/~altaf/cherrypicker.html
http://incubator.apache.org/opennlp/.

1 http://cswww.essex.ac.uk/Research/nle/GuiTAR/.
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It has been said earlier that the precision of the CPOS solution could be improved by adding more
information nuggets in the manually extracted nugget list or by removing some false expression from
the automatically retrieved list. After some experiments, the conclusion is that it is difficult to recognize
these false expressions in order to remove them. This is because not any trustworthy co-reference
resolution tool has been found, that can return good results for each of the summary files. If a perfect
co-reference resolution tool is found, then the CPOS lists can be filtered using the followings steps:

At first, the sentence composing the summary file must be split into clauses using the ClausIE tool.
Secondly, the referents of the topic are identified by using the co-reference resolution tool. Finally, only
the clauses containing the topic or at least one of its referents are selected and performed in the same
way as in section 4.2.1 to generate the CPOS lists. This process is highlighted on a sentence in Figure
4-9. ClauslE can cut the sentence “In 1988, Salomon Brothers signed a long-term lease, and became the
main tenants of the building.” into five clauses. A good co-reference resolution tool may identify the
building as a referent of World Trade Center, and for this reason, only the clause containing it (the fourth
sentence in Figure 4-9 will be processed using the POS solution. As a result, the expressions Salomon
Brothers and the main tenants of the building will remain in the retrieved list while long-term lease and
1988 are removed (Figure 4-4).

In 1988, Salomon Brothers signed a long-rterm lease, and became the main renants of the building.

"Salomon Brothers® "signed* "a long-term lease In 1988"
"Salomon Brothers® "signed" "a long-rterm lease"

"Salomon Brothers" "became*” "the main tenants In 1988"
"Salomon Brothers® "became" "the main tenants of the building"
"Salomon Brothers" "became” "the main tenants"”

Figure 4-9: How ClauslE and a co-reference resolution tool can be applied on a sentence

Considering the manually extracted information nuggets lists, it is remarked that most of them are
Named Entities (NE). Another solution of information nuggets detection based on them is presented in
the next subsection.

4.2.4 Nuggets from Named Entities

The named entities (NE) refer to entities like person, location, time and so forth. The Stanford group
proposes a tool named Stanford Named Entity Recognizer'® that can help to catch such entities in a text.
The tool is written in Java and can be used with their proposed online Demo tool or in a java program.
In a java program, the following three classifiers can be used:

o classifiers/english.all.3class.distsim.crf.ser.gz: this classifier can identify the person, location,
and organization entities in the text.

o classifiers/english.conll.4class.distsim.crf.ser.gz: available in four languages (English, German,
Spanish and Chinese), this classifier proposes in addition to the first one the Miscellaneous type.
An entity is classified as miscellaneous when it belongs to more than one entity type, depending
on the context it is used in (in Figure 4-10, World Trade Center is detected as an organization and
as a location in another context, for this reason, it is a miscellaneous entity).

o classifiers/english.muc.7class.distsim.crf.ser.gz: this classifier can cover four additional entities
(time, date, percent and money) in addition to the first classifier.

15 http://nlp.stanford.edu/software/CRF-NER.html
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7 [T IETE ST is a building in the [TI{E complex in (R0 (YERTEGEN), N

was completed in 1987 and was destroyed in the September 11 attacks. The current building « Potential tags:
&Y B0 and YR AR The original 7 [IELE [IZGLE Saut was 47 stories tall, clad in red ex
The building was situated above a TR power substation, which imposed uniq  XSJSENJ{¢))]
signed a long-term lease, and became the main tenants of the building. On Septembe
ignited fires, which continued to burn throughout the afternoon on lower floors of the buildine Y58

5:21:10 pm, according to [F304, while the 2008 [JTE]j study placed the final collapse time at 5:

visible from the exterior with the crumbling of a rooftop penthouse structure at 5:20:33 pm. T

and the only steel skyscraper in the world to have collapsed due to fire.

classifiers/english.conll.4class.distsim.crf.ser.gz

7[World Trade Center||s a building in the[World Trade Centercomplex in ManhattanfiNe i

was completed in and was destroyed in the aacituess LR attacks. The current building « OCATION
Y (B and T 2N The original 7[World Trade Center|was 47 stories tall, clad inred ex RGN
The building was situated above a [T LG power substation, which imposed uniq
signed a long-term lease, and became the main tenants of the building. On
ignited fires, which continued to burn throughout the {451 on lower floors of the buildin
5:21:10 pm, according to (I, while the study placed the final collapse time at 5:
visible from the exterior with the crumbling of a rooftop penthouse structure at 5:20:33 pm. T
and the only steel skyscraper in the world to have collapsed due to fire.

classifiers/english.muc.7class.distsim.crf.ser.gz

agggall

Figure 4-10: Advantages of combining the classifiers to extract the named entities

The two last mentioned classifiers have been combined in a java implementation to extract all the eight
named entity types they can solve: person, location, organization, time, date, percent, money, and
miscellaneous. Another advantage of this combination is that for the same entity type, a classifier can
cover an expression missed by another. In Figure 4-10, one can see that both classifiers can recognize
the organization entity type. However, World Trade Center as an organization is missed by the second
classifier. Another important remark is that the information nugget World Trade Center is built by
concatenating the named entities World, Trade, and Center. In a java program, the classifiers return them
separately. Because they belong to the same entity type and are separated by a space, they can be
concatenated to build a unique information nugget. Figure 4-11 shows the result of this approach on the
...\hMDS\English\DO1TO1 \reference\summary.txt file

1: Consolidated Edison (+)
2: Larry Silverstein (+)
3:WTC

4: 1087 4: September 11, 2001

6: Lower Manhattan (+)

7: Larry Silverstein 7: New Jersey (+)

8: was 47 storiestall (+)
9:1987
10: collapsed at 5 10: afternoon
11: collapsed due to fire +)
12: 2008
(a) Manual extraction of information nuggets 13: FEMA
14:
+)
=9/20=45% 16: Port Authority of New York (+)
+)
=8/11=73% 18: NIST
= 55.68% 20:1988

(+) = Obtained by concatenation

(h) Automaticextraction of information nuggets

Figure 4-11: Information nugget extraction from named entities
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Some remarks can be made from this result:

¢ As mentioned in the proposed solution using the part of speech, the manually extracted list of
information nuggets is incomplete because it has been asked only to extract 10 to 20.

e The retrieved list is shorter than the CPOS list (20 < 52)

e Information nuggets can be obtained by concatenating the named entities

e Many expressions in the automatically extracted list are information nuggets, but they were
omitted in the manually extracted list (e.g. WTC, September 11, 2001, New Jersey, etc.).

e A few elements in the automatically extracted list are not information nuggets (e.g. afternoon —
correspond to the named entities type time)

e Some information nuggets do not contain named entities (was 47 stories tall, collapsed at 5,
collapsed due to fire), and cannot be found with this approach.

e The F-Measure is better than by the solution based on POS (55.68 % > 42.59 %).

e In reality, the precision, recall, and F-Measure are higher since the manually extracted list of
information nuggets in incomplete.

The result in Figure 4-12 represents the whole corpus. The precision, recall, and F-Measure have been
calculated in the same manner as with the CPOS solution: Precision: 58.47 %, Recall = 72.57 % and F-
Measure = 64.76 %. The precision has doubled compared to the one obtained with the part of speech
solution, and the F-Measure has increased too. Following results have been obtained with the CPOS
solution: Precision: 27.39 %, Recall = 95.74 % and F-Measure = 42.59 % (Figure 4-5).

One remark from the results in Figure 4-12, that the recall is lower than the precision when the number
of named entities (considered as information nuggets) is less than the number of the information nuggets
(manually extracted). If a summary file only contains only one named entity ad if it has been manually
extracted, then the precision of 100 % is achieved, since the retrieved list contains a unique element,
which appears in another list. A consequence is that only one web page will be downloaded for this topic
because only one web page must be assigned to an information nugget.

Folder Precision Recall Nuggets Named-Entity Frequency of named entities in the corpus
0,35 0,72727275 1 20 13,8681319

Viaximum 20

0,5925926 1 16 27

061538468  0,5294118 17 1 Minimum 10 [ -
0,5294118 0,9 10 17

0,6 0,9230769 13 20 Average NE Length 19,1098901 24 / -

0.8 04 10 5 Maximum 65, L — -
0,4827586 0,8235294 17 29 Minimum 2
0,6363636 0,8235294 17 2
0,33333334 0,4 10 12 0,58467414
0,61538464 1 17 26 0,72565024 -
0,6666667 0,6666667 12 12 0,64757847
0,68421054 0,8235294 17 19

0,75 0,47058824 17 8 Recall < Precision
0,5714286 0,8 10 14 N°® Named-Entities < N°® Nuggets

(b) Automatically extraction of information nuggets “[2,4] +(5,9] =[10,20] «[21,30] =(31,45] =[46,65]

Figure 4-12: The performance of the information nugget extraction using named entities

The repartition of named entities in the whole corpus have been evaluated, and the result is presented
in the diagram on the right in Figure 4-12. From this diagram, it can be read that:

Less than 5 NE is found in 2 files, 5 and 9 named entities appear in 19 files, 46 files have been found
containing 10 to 20 NE (this correspond to the interval given for the manual extraction), 24 files contain
21 to 30 NE, 6 files contain 31 to 45 NE and more than 45 NE have to be found in 2 files. The conclusion
is that 21.21 % of the summaries in the corpus contain less than 10 NE. Another idea is to replace the
NE list by the CPOS list when they contain too few elements.

4.2.5 Information Nuggets by Merging the Named Entities and the CPOS List
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The F-Measure was higher by considering the solution based on the named entities. However, about 21
% of the summaries contain less than 10 named entities. It was asked to extract 10 to 20 information
nuggets manually. This condition can be satisfied when the lists of named entities which contain less
than 10 items are replaced by the list of part of speech (always at least 13 expressions have been returned
for each summary file using the part of speech). The behavior of the F-Measure when this constraint is
applied is presented in (Table 4-2).

Precision Recall F-Measure
Nuggets per files: minimum = 2; maximum = 65 58.47% 72.57% 64.76 %
Nuggets per files: minimum = 2; maximum = 20 58.15% 65% 61.38 %
Nuggets per files: minimum = 5; maximum = 20 56.87% 66.50% 61.31 %
Nuggets per files: minimum = 10; maximum = 20 53.45% 71.45% 61.15%

Table 4-2: Comparison of precision and recall when replacing some nuggets files by the POS files

The first line of the table represents the result achieved by considering the named entities as information
nugget. The results in the second line represent the case where the maximum of 20 NE is considered.
They are selected randomly. The result in the third line is achieved t by considering the CPOS list instead
of the NE list, only in the case where the NE file contains less than five elements. The last line corresponds
to the scenario where 10 and 20 information nuggets have to be extracted. The same rule as in the third
line of the table has been used. It consists of replacing the named entities lists when they contain less
than 10 items by the Part of Speech lists. A remark is that the F-Measure decreases when the NE files are
gradually replaced with the CPOS files.

Next, the solution based on the named entities is considered. So, the information nuggets of a summary
correspond to the named entities person, location, organization, time, date, percent, money, and
miscellaneous that it contains.
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5 Retrieval of Web Pages

There exist many search engines that can be used to incorporate search functionality into an application:
e.g. the Bing Web Search API'® or the Custom Search Engine of Google. The Custom Search Engine of
Google allows 100 search queries per day for free and additional queries at the cost $5 per 1000 queries.
JSON format is the default output to the request. Because many search queries for free have been needed
at the beginning of the tests, the Bing Web Search API has be chosen. It allows 1000 calls free per month,
up to 3 months and then will cost $3 every month (S1 Standard). One can then request web pages
related to 1000 information nuggets at the beginning of the tests and complete them in the following
month. In December 2016, the corpus contained 99 topics. As in the manually extracted information
nuggets lists, a maximum of 20 named entities (taken as information nuggets) per summary has been
considered. That corresponds to a maximum of 1980 information nuggets. Web pages for the first 1000
information nuggets can be downloaded in the first month of the registration to this API and the rest
completed at the beginning of the following month. Other options are available, but the S1 standard
already allows us to retrieve a web page for all the information nuggets freely. Moreover, the Bing Web
Search engine is easy to configure:

e One can specify the language of returned web page (the English language has been chosen).

e More than 10 URLs can be retrieved for each query (the default value 10 can be changed).

e The results can be filtered so that only images, news, videos, web pages are returned. They can
also be combined within a single query (the web page option has been chosen).

e The data formats for the response are JSON and XML leading that these responses can be used
in many programming languages.

e The response object contains important information for each returned web page such as the
displayed URL, document title, a snippet of information about the web page.

The search has been performed using the named entities lists (considered as the information nuggets
lists) with a maximum of 20 selected expressions. The search for an information nugget muss be atomic;
that means an information nugget must appear entirely in each returned website. An information nugget
could be a word or an expression (e.g. Silverstein or September 11 attacks). While searching, each
information nugget has to be combined with the topic it belongs to because the requested web page has
to be closed to it. For example, if the topic is “World Trade Center” then it must be combined with the
first information nugget (e.g. “September 11 attacks”) to request the first 10 pages. Then the same topic
is combined with a second information nugget (e.g. “Larry Silverstein”) and request another 10 pages
and so one. The + sign can be added before an expression to force it to appear in the query (e.g. +”World
Trade Center”). If for a summary file, 15 information nuggets are extracted and that 10 URLs are asked
for each, then theoretically 150 HTML web pages would be downloaded. In reality, fewer files are
download, because PDF file has to be discarded and some stored URLs were truncated, leading to a
malformed URL Exception. There is also many duplications because the same files can be downloaded
several times if they appear in the search response of others information nuggets. To each information
nugget must be assigned at most one web page.

If the number of nuggets is greater than the number of document genre (more than 10), then several
information nuggets may have HTML files of the same document genre (e.g. the nuggets N2 and N5 in
Figure 5-1(a)). If on the other hand, the number of nuggets is less than the number of document genres
(Iess than 10), it will be tried to assign a different document genre for each nugget (there is no document
for the genre G2 in Figure 5-1(b)). In this case, all the document genres cannot be covered. The goal of
this classification is to cover as many document genres as possible (article, forum post, microblog,
organization, encyclopedic-short, encyclopedic-long, social media, scientific, education, and dialogues).

16 https://www.microsoft.com/cognitive-services/en-us/bing-web-search-api.
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Figure 5-1: Webpage assignment

After downloading some web pages for each information nugget, they are going to be classified and for
each information nugget, at most one web page as explained earlier must be assigned.
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6 Classification of Source Documents

As per the Machine Learning Group at the University of Waikato WEKA is described as a collection of
machine learning algorithms developed to solve data mining problems. These algorithms can be
imported into a java program or in a graphical way using the tool. We use this tool in this thesis for pre-
procession and classification. It offers others functionalities as regression, clustering, association rules
and visualization. WEKA is well-suited for the experiments we are going to perform. It has been used to
generate the training dataset from the corpus. However, the corpus needs to be reorganized beforehand.
All the classifications results have been obtained using the 10 folds cross-validation.

6.1 Restructuration of the Corpus for WEKA Usage

The corpus is provided with different extraction types of a web page (downloaded HTML files, text files
for the manual extraction of the content and text files for the automatically extraction of visible text
using the Boilerplate tool). WEKA is used for training the corpus and determining the best classifier and
the best dataset, which leads to the best classification of newly downloaded web pages. Firstly, the corpus
is restructured so that WEKA can read the documents and generate the ARFF files (ARFF is the file data
format use in WEKA).

v (= hMDS v (= Genre

o 0 gt v e Ao © SimpleCll - 0o X
DO1T01 & article Welcome to the WEKA SimpleCLI A
D01T02 (= dialogues

L DO::O; (& education Enter commands in the textfield at the bottom of

@ DO1T4 (& encyclopedic-long the window. Use the up and down arrows to move

8 DOT105 (= encyclopedic-short || 1y o0on previous commands

el ;

R S (= forum-post Command completion for classnames and files is v
& input (> organization P A " e o
% tadat.
25 .m_e :b;" ( :;l:nflfl( ) java weka.core.converters.TextDirectoryLoader -dir DN > D:\...\HTML\HtmlTraining.arff
10.6¢ E

o= bt (= twitter
B 3¢ v &HM (b) Generation of the ARFF file in command line
B dbd v (= article
B 5ot [2) DO1TO36.html
B 6 () DO1T038.html
B 70t £ DOITO48.html
B snt |z DO1T051.html
B ot [2) DO1TO510.html
(1) nuggets.txt {z] DO1T052.html

v ([ reference |z DO1T057.html
(& summary.raw.bd 2] DO1T063.html import weka.core.converters.TextDirectoryLoader;
() summary.tt ) DOTT068html

v (& D01T07 [2) DO1T069.htm! . .

v G input e TextDirectoryLoader loader = new TextDirectoryLoader ();
& 1html [2) DO1TO712.html Loader.setDirectory(new File (“D:/.../HTML”)).getDataSet();
() 10.html i

a— [2) DO1TO713.html

& () DOITO716.html . .
& 12html &) DOITO74 htm (c) Generation of the ARFF in a Java Program

12 htmnl

(a) corpus restructuration

Figure 6-1: Corpus Restructuration for WEKA use

WEKA assigns to each file, its parent folder as the class attribute. For this reason, a new root folder is
created (c.f. example of Genre in Figure 6-1 (a)). This root folder contains three subfolders for the three
extraction types that are trained in WEKA. These three folders are Auto for the automatic extraction,
Manual for the manual extraction of HTML contents and HTML for the downloaded web pages. In the
following example the process of generating the dataset HTML.arff is explained:

e Create in the folder HTML 10 subfolders and rename them with the 10 documents genres.
e Copy each HTML file from the corpus under the folder that corresponds to its document genre.
For example, the document genre of the file “hMDS\English\DO1TO7\input\10.html” can be read
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in the file “hAMDS\English\DO1T07\metadata\10.txt”. It is an article. That is the reason while it is
classified under the subfolder article in Figure 6-1(a). In short, the folder HTML will then contain
10 subfolder corresponding to the 10 documents genres, and each subfolder will only contain
HTML files assigned to this genre (Figure 6-1 (a)).

This is followed by generation of the dataset for the HTML files using the WEKA command line

interface (Figure 6-1(b)) or a Java program (Figure 6-1(c)).

The generated ARFF file contains only two attributes. A text attribute that represents the contents of a
whole file, and a class attribute whose values are the 10 documents genre (Figure 6-2). Each line under

the @Data section represents an HTML file as the first attribute and the class it belongs to, as the second
attribute.

@relation HTML-Training

@attribute
@attribute

@data

'<!DOCTYPE
'<!DOCTYPE
'<!DOCTYPE
'< IDOCTYPE

text string

class-Html {article,dialogues,education,gncyclonedic-long, encyclonedic-short, forum-post,organization, scientific,

HTML PUBLIC \"-//W3C//DTD HTML 4.01 Transitional//EN\"

\rottp: S Swww. w3 . org/TR/html 4/looge. ded "><—— 0.3.39 —->
html PUBLIC \"-//W3C//DTD XHTML 1.0 Transitional//EN\"

\rottp: S www . w3 . org/TR/xhtml1/DTD/xhtml1-transitional .dtc
html>\n<html lang=\"en\" class=\"webkit chrome cursor\">\n<headr\n\n\n<script type=\"text/javascript\" src=\"/=t

html>\n<html lang=\"en\" dir=\"1ltr\" class=\"client-nojs\">\n<head>\n\n\n<script type=\"text/javascript\" src=\'

Figure 6-2: Overview of an ARFF file obtained using the StringToWordVector filter

In the same way, the others datasets Auto.arff and Manual.arff, respectively are built for the
automatically extracted and the manually extracted content of the HTML files. WEKA's explorer interface

allows to have a graphical view of the generated ARFF files, the number of attributes, and the number
of instances pro class (Figure 6-3(a)).
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(a) Auto.arff file without applying a filter

L9 | g X0

(b) Auto.arff after applyingthe StringToWorldVectorfilter

Auto.arff Manual.arff Html.arff
Instances 1265 1264 1265
Attributes 3328 3902 4234

(c) Number of attributes after applyingthe StringToWorldVector on each of the datasets

Figure 6-3: Graphical overview of a generated dataset in Weka

Many classifiers cannot be trained on the datasets since they have only one attribute (the Text attribute).
WEKA proposes the StringToWordVector filter (STWV) which generates string attributes from a text
attribute (Weka.filters.unsupervised.attribute.StringToWordVector). This filter is applied with the default
settings on the Auto.Arff dataset and as a result, more than 3000 attributes were obtained (Figure
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6-3(b)). Figure 6-3 (c) shows the number of attributes for each dataset. With the datasets in the ARFF
format, many classifiers can be trained and the one which achieves a better accuracy is then selected.

6.2 Choice of the Classifier and the Dataset

WEKA proposes a large number of classifiers that use different approaches to classify a new
instance. Since there were 10 documents genres in the corpus used, a multi-class classifier is
selected. From some related papers to the text classification, the most used classifiers have been
selected and their accuracy is performed on the selected datasets. The chosen classifiers belong to
five different groups in WEKA: Bayes (Naive Bayes), function (Logistic, SVM), Lazy (IBk), Rules
(JRip), and Tree (J48).

e NiveBayes (Edu, John, & Edu, 1995) is a simple probabilistic classifier based on applying

Priorx* Likelihood _ . . .
vidence with strong independence assumption between

the features. An attribute does not have any influence on the others. An advantage of this
classifier is that it needs few training set to estimate good parameters for the classification.

e Logistic (Society, 2017): This classifier generalizes the logistic regression to multiclass
problems. Logistic regression measures the relationship between the categorical dependent
variable (classes) and one or more independent variables (attributes) by estimating
probabilities using a logistic function (Wikipedia).

e Support Vector Machine (SVM) (Platt, 1998): SVM is a generalization of linear classifiers
and can be used both in a regression as in a discrimination task. It will be described in this
chapter later.

e Instance-based learning (IBk) (Aha, Kibler, & Albert, 1991): NBk, which belongs to the
family of instance based classifiers has been used in the experiments. A new instance is
classified by comparing it with the instances presented in the training set. It becomes the
majority class of its neighbors. K is the number of neighbors to be considered (k = 3 has
been used in the experiments)

e JRip (Cohen, 1995) is a propositional rule learner. An instance is classified into a document
genre only if it fulfills at least one of the generated rules for this class.

e J48 (Ross, 1993): it is the implementation of the C4.5. The training dataset is trained to
build a decision tree. To classify a new instance, it is at first compared with the root of the
tree. The result of this comparison determines the branch of the tree to follow. This is
repeated for each node until finding a leaf. The instance becomes the class value of this
leaf.

Bayes’ theorem Posterior =

The tables below give the results after applying the StringToWordVector filter to generate string
attributes and then use the AttributeSelection filter on the three datasets (Auto.arff, Manual.arff,
and Html.arff). The AttributeSelection filter allows selecting attributes that fulfill a given criterion.
It has been set with the followings configuration: Evaluator = InfoGainAttributEval, Search
method = Ranker with Threshold = 0.

SVM NaiveBayes NBk J48 Logistic JRIP
StringToWordVector (2570 attr) 49.17 % 35.34 % 34.62 % 38.26 % - 45.61 %
AttributeSelection (972 attr) 48.46 % 30.751 % 34.23 % 36.21 % - 46.25 %
Table 6-1: Performance of some classifiers on the Auto.arff dataset
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SVM NaiveBayes NBk J48 Logistic JRIP

StringToWordVector (2933 attr) 34.97 % 14.08 % 27.69 % 23.50 % 40.82 %

AttributeSelection (2 attr) 41.38% | 41.30% 41.22 % 41.22 % 41.22 % 41.38 %

Table 6-2: Performance of some classifiers on the Manual.arff dataset

SVM NaiveBayes NBk J48 Logistic JRIP
StringToWordVector (3422 attr) 54.55 % | 45.06 % 50.99 % 48.30 % 51.54 %
AttributeSelection (2037) 54.87 % | 42.6087 % 50.75 % 47.67 % 53.12 %

Table 6-3: Performance of some classifiers on the Html.arff dataset

The AttributeSelection filter does not improve the results, and with the same Threshold (t = 0), only
two attributes were retained for the dataset Manual.html. The table shows that the logistic classifier does
not support a large number of attributes and that the best results were achieved with SVM on the
Auto.arff and Html.arff datasets.
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Experiment Type : Iteration Control
| Cross-validation "J Mumber of repetitions: | 10
Mumber of folds: | 10 (=) Data sets first
(=) Classification ) Regression L) Algorithms first
Datasets ~ Algorithms
Add new... | Add new. .. |
|| Use relative paths
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Figure 6-4: Selection of the best classifier using the experiment environment in WEKA

The experimenter panel in WEKA (Figure 6-4) can also be used to evaluate many classifiers on many
datasets simultaneously. To do that, open Weka and choose the Experimenter panel. On the Tab Setup,
Click on New and upload your datasets in the panel Datasets. In the picture, the three datasets Auto.arff,
Manual.arff, and Html.arff have been upload. The next step is to choose the classifiers that are going to
be compared (Naive Bayes, SVM, NBk, Jrip, PART, J48)) in the panel Algorithms. There exist many other
options like the number of folds, the classification or the regression type of experiment, etc. The
comparison can be started by clicking the start button on the Run tab. At the end of this process, jump
to the Analyse tab, click on the Experiment button and then on the perform test button in the panel Actions.
Figure 6-5 shows the results of the comparison.
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Figure 6-5: Performance of the classifiers o the datasets using the experiment environment in WEKA

The accuracies are higher on the picture since some defaults parameters of the StringToWordVector filter
were changed. The best results are achieved with the HTML dataset, and it is still the SVM classifier that
performs the higher accuracy. For this reason, the dataset Html.arff is used for the generation of the
model, which is used to classify new instances with the SVM classifier. It was predictable that SVM would
produce better results compared to other classifiers because, in other works, that was also the case in
many others works.

6.3 The SVM Classifier

Support Vector Machine (SVM) are supervised learning models with learning algorithms associated,
analyzing the data used for classification and regression analysis. For a two-class classification problem,
an SVM algorithm uses a training dataset to generate a model, and this model is further used to classify
new instances in one of the two classes. SVM is basically a linear classifier. That means given a d-
dimensional vector; one can separate them using (d-1)-dimensional hyperplane (Figure 6-6). The best
hyperplane is the one who has a maximal distance (margin) to the two classes.

Input Space Feature Space

Figure 6-6: Transformation of the input space into feature space (source'”)

This picture shows how SVM can transform a linear non-separable problem into a linearly separable
problem by changing the dimensionality of the feature space. It is often said that SVM generalizes the
classifiers for linear separable problems.

For a point x; that belongs to the class u;, the following system is obtained:

ty o
{le+w0>01ful 1 1

thi+W0<0ifui=—1

17 https://perso.telecom-paristech.fr/~clemenco/Course_ M2MO _files/M2MO_Seance5.pdf (page 251)
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The hyperplane has the following equation h(x) = wtx + w, and the distance for a point to the
hyperplane is ﬁ To get the largest marge as possible between the hyperplane and the vector support,
the following equation has to be minimized: % ||w||? with the constraint uw; (wtx; + wy) > 1fori = 1...m.
This equation is difficult to solve and can be transformed using the Lagrange theorem to get to the
following:

h(x) =whx + wy = X7 af ui(x.x) + wg (2).
a; are Lagrange multipliers and wy are solution for the system (1).

When the classes are linearly nonseparable, then the constraints have to be relaxed.
The constraint u;(wtx; + wy) > 1 becomes u;(wtx; + wy) > 1 — & (3),
and the new function to minimize is: %le |24+ CY™, & withC >0 (4).

The separation method presented in (2) is limited, since the scalar (x. x;) must be a point of a hyperplane.
The introduction of the kernel function solve this limitation:

In the equation h(x) = wix + wi = X7, af. u;(x.x;) + wg, the scalar product (x.x;) can be replaced by
any kernel function K(x. x;) provided that K(x.x;) performs a scalar product.

The new function is then: h(x) = wix + wj = X%, af.u. K (x. x;) + wg (5).
There exist many kernel functions. Among them:

e Linear kernel: K(x.x;) = x.x;

e Radial Basis Function (RBF): K(x.x;) = exp(—y||x — xl-||2)
e Polynomial kernel: K(x.x;) = (x.x; +¢) 2

e Sigmoidal kernel: K(x.x;) = tanh(x.x; + ¢)

In Weka, following kernel functions are implemented: RBFKernel (Radial Basic Function), StringKernel,
NormalizedPolyKernel, PrecomputedKernelMatrixKernel, Puk (the Pearson VII function-based universal
Kernel).In Figure 6-7 the linear kernel is compared with the RBF kernel on two datasets.
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Figure 6-7: Impact of the SVM kernel on the datasets

On these two datasets, the RBF kernel performs as well as the linear kernel. This example illustrates the
flexibility of SVM to train data whose scatter plots are random. Parameter C is a complex parameter,
and sigma is another parameter to the RBF kernel. Getting the best parameters for the training datasets
is difficult to find because of the high dimensionality. The linear kernel has been used in the experiments.
For 2-class problems, experiments in many papers reveal that the RBF kernel performs well on the
datasets as the others kernel functions. SVM has been developed for binary classification problems.
However, it is extended to multiclass problems using some methods as 1-against-all, 1-against-1, etc. All
of these properties make the SVM a good candidate for text categorization.

(Joachims, 1998) explore the SVM classifier and gives some arguments, why it should work for the text
categorization problems:

¢ High dimensional input space: By the text categorization, many string attributes are generated
from the documents. SVM can support more than 10000 features.

¢ Too few features are irrelevant: based on some experiments, (Joachims, 1998) concludes that
also the features ranked lowest still contain useful information and are for this reason relevant.
He concludes that a good classifier should support a large number of feature and that discarding
some of them for example with the attribute selection filter may result in a loss of information.

e Robustness: on all experiments, it performed good results in the text classification problem.

o Text classification problems are often linearly separable: The default kernel function of SVM
is linear. Its kernel can be changed to transform a nonlinearly separable problem into a linearly
separable problem.
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6.4 Classification Results on the Original Datasets

The data preprocessing using the StringToWordsVector filter (STWV) has a great influence on the
training data. Its path in WEKA is Weka.filters.unsupervised.attribute.StringToWordVector'8. As explained
in the documentation, it is a filter that converts a text into string attributes. The tokens that can delimit
a word can be set in its configuration. Each generated word constitutes an attribute and its value is its
number of occurrences. In the default configuration, for example, this filter will keep the thousands most
frequent words for each file. The parameters are verified to find those which lead to a better accuracy
on the datasets using the SVM classifier. The best results were obtained with the following settings:

Parameter Value Property
If this parameter is set as true, then the word frequencies in a
IDFTransform true document have to be transformed into Wpg*log(num of
Docs/num of Docs with word p) where wyq is the frequency

of word p in document (instance) q.
(see the StringToWordVector filter documentation)

Sets that the word frequencies have to be transformed using the
TFTransform true rule log(1+wpq) where wypq is the frequency of word p in
document (instance) g.

(see the StringToWordVector filter documentation)

OutputWordCounts true Set if the occurrences of a word should be counted off or if only
his presence should be reported using a Boolean variable.

Stemmer snowballStemmer A wrapper class for the Snowball stemmers
(http://weka.wikispaces.com/Stemmers)

StopwordsHandler Rainbow Stopwords list based on Rainbow
(shttp://www.cs.cmu.edu/~mccallum/bow/rainbow)

Tokenizer =\n\r\t.,;:'"()?!/ - | Split words by these characters

(wordTokenizer) > < &#

WordsToKeep 4000 Number of words to keep after tokenization

Table 6-4: The best parameters for the StringToWordVector vector on the Html.arff dataset

This configuration is applied to the ARFF files. STWV extracts the 4000 most significant words from each
file I according to others settings and merges them all to form the set of attributes. Table 6-5 shows the
impact of the number of words to keep per file on the accuracy of the SVM classifier. Each cell contains
the number of attributes and the achieved accuracy. It is on this basis that 4000 words were chosen for
the continuation of the experiments on the HTML.arff dataset. A better accuracy has not be achieved. By
observing the confusion matrix, a large number of files are mistakenly classified into the article class
(Figure 6-8). It is observed for example that out of 99 files of the genre organization, only 33 are well
classified, and among 66 files that are misclassified, 49 have been attributed to the article class. The
article class is the largest class in the corpus with 41% of the files. Therefore, this class has a high weight
and may influence the categorization of certain similar files to the article genre.

Words to keep 500 1000 3000 4000 5000

Auto.arff 1876, 51.86 % 3156, 51.70 % 9181, 53.99 % 16461, 51.07 % 16351, 52.49 %
Manual.arff 2273, 48.22 % 3398, 49.17 % 9486, 52.25 % 16164, 48.62 % 17608, 51.38 %
Html.arff 1923, 57.31 % 4279, 57.71 % 14213, 59.84 % 19896, 61.59 % 25841, 60.63%

Table 6-5: Impact of number of words to keep on the accuracy. The number of attributes and the archived accuracy is
reported in the cells

18 http://weka.sourceforge.net/doc.stable/weka/filters/unsupervised/attribute/StringToWordVector.html
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=== Confusion Matrix ===

Best achieved accuracy: 61,59%
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Figure 6-8: Confusion matrix by the training

In case only two group of document genres for the corpus are defined: Genrel made up of HTML files of
the article class (41.42%), and Genre2 made up of the rest of the files (58.58%), an accuracy of 73.28%
is obtained. This result shows that the article documents genre are not easily separable from other. If the
article documents genres are removed from the corpus, and the corpus is trained with the nine remaining
document genres (with the same STWV configuration), 56.41% of accuracy is obtained. That mind that
others document genre are not easy to separate each other and that the high weight of the article class
does not influence the classification results very much. The document genres that are readily separable
from each other were examined next, and the result are reported in the following table:

Article Dialogue Education Encyclopedic- | Encyclopedic- | Forum Organization Scientific Social-media | Twitter
leng short
Article Achieved Acc 96.05 % 90.38 % 87.29 % 86.85 % 85.91% 86.19% 86.62% 99.62 % 99.64 %
Distribution —— 94.07 % 86.90 % 79.27 % 82% 82 % 84.11 % 81.50 % 97.94% 94.08 %
Dialogue 85.71% 94.70 % 91.21% 87.16 % 86.36 % 86.18 % 97.72 % 96.96 %
33.39% - | _ 70.53 % 81.58 % 77.70% 77.70% 75% 78.28 % 75% 50 %
~The amelioration
Education 68.05 % 67.52 % 72.68 % 7191 % 74.74 % 98.89 % 97.32%
26.56 % 51.51% 63.43 % 59.28 % 59.28 % 55.62 % 60.10 % 87.78 % 70.54 %
Encyclopedic- 7341 % 82.14 % 78.81% 72.65 % 98.64 % 98.23 %
leng 38.69 % 71.21 % 12,63 % 54.36 % 54.36 % 58.05 % 53.52% 92.57 % 80.59 %
Encyclopedic- 84.78 % 71.03 % 85.04 % 97.62 % 97.30 %
short 26.94 % 60.58 % 20.24 % 41.74 % 50.% 53.75 % 50.85 % 91.27 % 77.70 %
Forum 71.50 % 76.50 % 97.62 % 96.62 %
21.72% 42.42 % 3291 % 60.87 % 69.56 % 53.75 % 50.85 % 91.27 % 77.70%
Organisation 74.31% 98.18 % 97.73 %
13.09% 45.44 % 38.71% 43.49 % 37.36% 38.38 % 54.59 % 90 % 5%
Scientific 96.92 % 98.03 %
27.68 & 36.34 % 36.69 % 41.16 % 69.56 % 52.19% 4343 % 91.54 % 78.29%
Social-media 93.18%
81.55 % 90.88 % 90.92 % 81.70 % 72.74 % 72.74 % 81.80 % 63.59 % 75.0%
Twitter
93.92 % 93.92 % 90.90 % 90.88 % 87.89 % 84.84 % 90.92 % 90.93 % 7272 %

Figure 6-9: Pairwise comparison of the accuracy of the 10 documents genres

At the upper diagonal of the table, there is the distribution of the two classes and the achieved accuracy
after the training. Because of lack of space, only the percentage of the largest class is represented. The
lower diagonal indicates the improvement achieved by training the two classes. The table can be read
as follows: By training the article classes (94.07 %) and the dialogue class (100 % - 94.07 % = 5.98%),
96.05 % of accuracy is achieved, this corresponds to an improvement of 33.39% [(96.05 - 94.07) / (100
- 94.07) %]. If the files are classified as articles, then the minimum accuracy of 94.07 %, which
corresponds to the percentage of the biggest class, will be reached. The twitter and social media classes
are easily dissociable from the other classes. An improvement of more than 60% is observed by each
comparison (in bold). The organization and article class, for example, are difficult to train pairwise; only
an improvement of 13.09 % has been observed. Few files were examined in details in the corpus to
detect some sources of misclassification.
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6.4.1 Possible Causes of the Low Accuracy
The web page classification task is not evident even for the human being.

e Some web pages may belong to multiple document genres at the same time. For example, a web
page can be classified at the same time in the encyclopedic or in the article category. In this case,
two similar web pages that have been categorized differently, make it difficult for classifiers to
train them. The classifier would then consider one of them as misclassified. It is, therefore,
important to have specific features for each category.

e It has also been noticed that some very long documents were classified as encyclopedic-short.
The difference between the encyclopedic-short and encyclopedic-long classes cannot be
established strictly from the number of words or the number of sentences. Because the corpus
has been manually annotated, the presence of many pictures can influence the classification. A
document may appear to be long because it contains many images (e.g. DO3T28/input/2.html,
DO03T14/input/1.html, D0O2T24/input/10.html, DO2T26/input/6.html, DO1T31/input/16.html,
etc.)

e The corpus also includes some empty web pages such as: DO1T06\input\M1.html (scientific),
DO2T13\input\M12.html (Encyclopedic-long), DO01T25\input\M6.html (Encyclopedic-short),
DO1T33\input\M8.html (Twitter), DO1TO8\input\M16.html (article), DO1T15\input\M13.html
(organization). Because these empty files belong to different document genres, they constitute
noises and must be removed from the corpus or re-downloaded again. It could be that empty
web pages occur if a tool is used to download them and that the URL given as parameter is
malformed.

e The Twitter class contains comments in several languages: Spanish, French, German, Arabic,
Chinese, etc. This feature is exploited by classifiers which use them to dissociate the Twitter web
pages from others quickly. It is rather a good feature.

The remarks mentioned above are some possible causes of this average accuracy (61.59 %).
Another way of training the corpus is to generate the dataset by self-defining the attributes. This
approach is described in the next paragraph.

6.4.2 Classification Using Self-Created Attributes

The corpus is evaluated with the attributes generated by the STWV of WEKA. It builds attributes from a
bag of words. In this paragraph, the process of creating an HTML dataset based on the characteristic of
an HTML web page to generate a set of attributes. Datasets such as the iris dataset of WEKA were
surveyed, and it is noticed that these datasets contain attributes that are specific to only one of the
classes. It is deduced, that there may be words which can characterize each of the 10 documents genres
(article, forum post, microblog, organization, encyclopedic short, encyclopedic long, social media, scientific,
education, and dialogues) individually. For example, the words Bibliography and Abstract would refer to
scientific documents genres. The high frequency of the word forum will be higher in the forum document
genre as well as the words twit for the document genres twitter. It was required to understand how such
of words could be generated. Rules based learners and trees based-learners classifiers in WEKA show the
rules (or the tree) used to classify the instances into their corresponding classes (For example, the rules
used by the rule-based learner PART or the tree-based learner J48 to classify new instances are printed
on the classifier output panel of WEKA). Some attributes can be extracted there, and some others can be
provided by the HTML tags, to build the set of the features. This method to generate the dataset is not
good because many attributes were selected manually (from the rules) and there are specific to the
actual dataset. The achieved accuracy was less than 50 % on the corpus with this process.

Another idea is to consider the most frequents words from each document genre in the set of attributes
of the datasets. Figure 6-19 shows the more frequents words of the article and twitter class:

34


file:///C:/Users/Ferdinand/Desktop/ML%25NPL/hMDS/English/D03T14/input/1.html
file:///C:/Users/Ferdinand/Desktop/ML%25NPL/hMDS/English/D02T24/input/10.html
file:///C:/Users/Ferdinand/Desktop/ML%25NPL/hMDS/English/D02T26/input/6.html

the=53777, 0f=30791, and=22913, t0=21691, in=17698, a=16694, was=8991, The=8941, that=7029, on=6697, for=6472, is=6369,
by=6018, as=5323, with=4935, at=4432, from=4080, his=3955, it=3405, be=3380, were=3161, this=2979, an=2938, had=2844,
he=2790, not=2761, are=2528, have=2378, -=2369,1=2336, or=2334, =2285, which=2171, In=1943, their=1938, they=1914,
bur=1908, =1904, &=1813, been=1810, who=1747, has=1660, you=1654, would=1571, one=1546, its=1382, more=1336, all=1331,
about=1309,1t=1308, her=1294, |=1285, A=1271, your=1248, This=1222,into=1193, also=1161, when=1157, 2016=1143, after=1135,
out=1096, 2015=1064, other=1037, first=1035, up=1029, He=984, will=967, over=966, ? =956, History=940, new=937, we=933,
16=932, two=924, only=887, n0=887,50=886, May=882, our=879, there=862, ime=861, News=857, can=830, some=807, Castle=807,
could=805, than=805, years=804, says:=793, most=792, made=787, British=772, she=766, New=740, what=724, them=724, any=717,
people=705, said=701, during=697, where=694, On=690, 2014=684, if=681, many=679, John=673, like=661, then=656, =651,
before=650, through=650, under=649, being=647, my=632, him=619, About=614, against=605, Help=605, American =604, Close=603,
such=602, between=600, may=590, You=>575, April=572, do=561, these=560, just=556, Home=>549, 1=547, used =545, because=537,
found=534, did=531, National=530, government=>525, captures=525, Court=524, us=524, 2017=518, very=507, those=504, 2013=>503,
right=501, even=501, back=498, December=495, But=489, They=488, now=488, As=487, World=485, South=484, Edward=483

Most frequents words in the article class

Tweet=552, to=314, @=282, Close=277, 1=260, 0=253, ?=220, the=202, Twitter=199, this=195, -=177, a=173, -=138, Retweet=137,
in=126, of=124, é-%0d?"4,=120, N?Pu=118, Embed =115, 2016=115, account=110, Verified=109, 2=107, DiD*D ,N'D°=104, D¥%D =104,
retweets=103, SchlieAYen=100, =97, Copy=96, gusta=94, 40404=93, »=93, you=90, on=88, and=87, link=84, for=84, Pendle=82,
your=77, Like=76, 16=75, Retweeted=74, More=74, me=73, Reply=73, Liked=72, Witch=71, Walk=69, Sign=65, GefArllt=64, up=64,
3,=63, Vodafone,=62, Bahasa=62, English=62, 02=62, mir=62, Indonesia=61, 3=61, more=60, N,p2D N,=60, 2012.=60, an=59, ©=>58,

@pendlewitchwalk=>56, Help=56, D¥D%D{D NED'N =54, D DuN,D*D NNfN" =54, 2222 " Vam "47¢(4,04,+4,) 4f34f " =54, with=54, likes=54,
NP2D NP°=54, DFPNEDD ‘D, =53, MAis=53, Mar=>53, is=53, P"D%N" =53, D=D D¥:D°=53, D BuN.D2D ND¥%D 2D DVaD¥=52,

D7D D*DYPDYNE=52, del=52, May=51, location=50, Du=50, list=49, Insertar=49, nlee69=49, Me=49, account?=48, Copiar=48,
2014=48, enlace=48, Retwittear=48, N?D2D ,N'D°NiD°=47, Responder=46, Mehr=46, Gustado=46, Retwitteado=46, Account=45,
Verifizierter=45, 2015=45, zu=45, Twitter?=45, from=44, Cerrar=42, by=42, Tweets=42, can=41, kopieren=41, Learn=41, zum=41,
de=41, was=40, Apr=40, Have=39, Cookies=39, Cancel=38, rweer=38, The=37, Retweeren=36, searches=36, Saved =36, below.=36,
Remove=36, Log=36, users=36, Link=36, Suggested=36, Video=36, Add =36, captures=33, 2017=33, be=33, Privacy=33, @asiance=32,

Most frequents words in the twitter class

Figure 6-10: Most frequents words in the article and twitter class

The most frequent words for the article class are regular words such as articles, prepositions, pronouns,
and verbs. In all, 439660 different words for the article class have been enumerated in the corpus. They
cannot be considered all in the set of attributes in WEKA, especially that some others new words may
come from others (e.g. many numbers appear and many words from others languages in the twitter
class). If among them, only the most frequent words are selected, then those which appear rarely and
which can be very important to distinguish some classes from others, are omitted. The fact of selecting
the words according to their frequencies in a file or in a corpus are already implemented in the TF-
IDFTransform functions that have been used as a configuration parameter in the StringToWordVector
filter. There is no need to re-implement it here anymore. If a set of attributes, only based on some words
appearing in the corpus has to be built, it is preferable to use the STWV of KA which takes into account
the frequency of a word in each file and each document genre of a corpus.

Many types of research on web page classification using the self-selected attributes have to be done and
(Vidulin, 2007) for example proposes to build attributes from some URL features, HTML features, and
test features. Figure 6-11, Figure 6-12, and Figure 6-13 present the features he proposes.
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| Feature

Average number of characters per word

Average number of words per sentence

Number of function words / Total number of
function words for 50 most common function words
in the corpus

Number of characters in hyperlink text / Total number
of characters

Number of punctuation symbols / Total number of
punctuation symbols for 34 punctuation symbols

Number of alphabetical tokens (alphabetical token is a
sequence of letters) / Total number of tokens

Number of declarative sentences / Total number of
sentences

Number of numerical tokens (numerical token is a
sequence of digits) / Total number of tokens

Number of separating tokens (separating token is a
sequence of separator characters (space, retum. ..)) /
Total number of tokens

Number of interrogative sentences / Total number of
sentences

Number of exclamatory sentences / Total number of
sentences

Number of symbolic tokens (symbolic token is a
sequence of characters excluding alphanumeric and
separator characters) / Total number of tokens

Number of other sentences (in most cases list items) /
Total number of sentences

Number of date named entities / Total number of words

Number of content words / Total number of content
words for 321 content words (stemmed by Porter
stemming algorithm)

Number of location named entities / Total number of
words

Number of person named entities / Total number of
words

Feature Description

Https Indicates whether the scheme is https.

URL depth Nl:xhnber of directories included in the
path.

Document |Described by four Boolean features,

type each indicating whether the document

type is static HTML (document
extensions html and htm), script
(document extensions asp, aspx, php,
jsp. cfm, cgi, shtml, jhtml and pl), doc
(document extensions pdf, doc, ppt and
txt) or other (the other document
extensions).

Tilde Appearance of “/~" in the URL.

Top-level |Described by ten Boolean features,
domain each indicating whether the top-level
domain is com, org, edu, net, gov, biz,
info, name, mil or int.

Figure 6-11: A set of text features (Vidulin, 2007)

WWwW Indicates if the authority starts with
WWw.

Year Indicates the appearance of year in the
URL.

Query Indicates the appearance of query in
the URL.

Fragment |Indicates the appearance of fragment
in the URL.

Appearance | Indicates the appearance of common
of 54 most |content words in URL: about, abstract,
commonly |adult, archiv, articl, blog, book,

used words |content, default, detail, download,

in URL ebai, english, error, fanfic, faq, forum,
free, fun, aﬁmm’, galleri, game, help,
home, index, joke, kid, legal, librari,
link, list, Iyric, main, member, music,
new, paper, person, poem, poetri, .
product, project, prose, pub, public,

quiz, rule, search, port, stori, stopic,

National Indicates whether the top level domain .
: tripod, user, wallpap

domain 15 a national one.

Figure 6-12: A set of URL features (Vidulin, 2007)

[ Feature |

Number of hyperlinks to the same domain /
Total number of hyperlinks

Number of hyperlinks to a different domain /
Total number of hyperlinks

Number of tags / Total number of tags for 5 tag
groups:
1. Text Formatting — <abbr>, <acronym>,
<address>, <b>, <basefont>, <bdo>, <big>,
<blockquote>, <center>, <cite>, <code>, <del>,
<dfn>, <em>, <font>, <hl>, <h2>, <h3>, <h4>,
<h5>, <h6>, <i>, <ins>, <kbd>, <pre>, <q>,
<s5>, <samp>, <small>, <strike>, <strong>,
<style>, <sub>, <sup>, <tt>, <u>, <var>
Document Structure — <br>, <caption>,
<col>, <colgroup>, <dd>, <dir>, <div>, <dl>,
<dt>, <frame>, <hr>, <iframe>, <li>, <menu>,
<noframes>, <ol>, <p>, <span>, <table>,
<tl;od'_\'>, <td>, <tfoot>, <th>, <thead>, <tr>,
<ul>
3. Inclusion of external objects - <applet>, <img>,
<object>, <param=>, <script>, <noscript>
4. Interaction — <button>, <fieldset>, <form=,
<input>, <isindex>, <label>, <legend>,
<optgroup>, <option>, <select>, <textarea>
5. Navigation — Counting href attribute of tags
<a>, <area>, <link> and <base>

(S8

Figure 6-13: A set of HTML features (Vidulin, 2007)
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URL features: The URL associated with each HTML file in the corpus must be found in order to analyze
it. Attributes that can be derived from an URL are presented in Figure 6-12.

HTML features (Figure 6-13): the first two propositions (the domain of the hyperlinks) have been
omitted in the set of attributes taken into account in the implementation.

Text feature: This feature is the most difficult feature to exploit. In fact, one should only consider text
contained in HTML files. Unfortunately, web pages are saturated with tags, scripts that can be in the
header or the body of a file. To have only the text content of a file, the Jsoup API can be used. Scripts
are removed (JavaScript (JS), cascade style sheet (CSS)) and now each point (punctuation) can be
considered as the marker of a declarative sentence. It is, therefore, possible to evaluate the percentage
of declarative, interrogative, and exclamatory sentences in the text. One can also analyze the average
characters per word, the average words per sentence and the average number of the sentences per file.
Many proposed attributes of the text feature such as the occurrence of each function word compared to
the most common function words in the corpus, have not be implemented because of the high execution
time (Figure 6-11) ". One reason is the very long execution time on an Intel core i3 3GHz and 4 GB RAM.
The DKPro pipeline tool’” has been used for extracting the function words. As seen in their
implementation code in Figure 6-14, the method to generate the part of speech tags take each file
individually in input and run a pipeline of functions. It needs more than a minute to process each file.
As a consequence, it will take more than two days to train the whole corpus (The newly downloaded
files from the named entities are more than 9000 and will take three days by the classification with this
tool).

public static void getPOS(String file) throws ResourcelnitializationException, UIMAException, IOException{
runPipeline(
createReaderDescription(TextReader.class,
TextReader. PARAM SOURCE LOCATION, :
TextReader. PARAM LANGUAGE, "en"),
createEngineDescription (OpenNlpSegmenter.class),
createEngineDescription (OpenNIpPosTagger.class),
createEngineDescription(LanguageToolLemmatizer.class),
createEngineDescription (MaltParser.class),
createEngineDescription (Conll2006Writer.class,
Conll2006Writer. PARAM TARGET LOCATION, "."));

Figure 6-14: POS extraction using the DKPro tool (Source in footnote)

¥ https://dkpro.github.io/dkpro-core/pages/java-intro/
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€D TreeSize Free - C:\ - o X

File Scan View Expand Options Help TreeSize Professional

2| X 2 |05 <% | kB MB GB B\ | iEE - 2] )
Name Size  Allocated Files Folders %«
~ 1288GB C\ 128.6 GB 1288GB 161538 31534 | ~
~ 103,2 GB Users 103,1GB 103,2GB  44.230 9.999
v 103,2 GB Ferdinand 103,1GB 103.2GB 44.155 9.918
~ 95,8 GB AppData 95,8 GB 95.8GB  10.544 6.129
~ 95,5 GB Local 95,5 GB 955GB  10.000 5.816
~ Eﬂij 94,3 GB 943GB 4716 4.418
42,5MB [13 Files] 42,5M8B 42,5M8B 13 )
22,0 MB maltparser795281436668743.tmp 22,0MB 22,0 MB 1 o
22,0MB maltparser4201526115721507.tmp 22,0 M8 22,0 MB 1 0
22,0 MB maltparser5466537396324356.tmp 22,0 MB 22,0MB 1 o
22,0MB maltparser7040725184708713.tmp 22,0 M8 22,0 MB 1 0
22,0 MB maltparser8763742245166095.tmp 22,0 M8 22,0 MB 1 o
22,0MB maltparser9690738309249183.tmp 22,0 M8 22,0 MB 1 0
22,0MB maltparser10183155166071637.tmp 22,0M8 22,0 M8 1 0
22,0 MB maltparser10790963928894269.tmp 22,0MB 22,0 MB 1 o
22,0MB maltparser11501706272010569.tmp 22,0M8 22,0 MB 1 o
22,0 MB maltparser17267938363857356.tmp 22,0 M8 22,0 MB 1 o
22,0 MB maltparser18235748349930371.tmp 22,0M8 22,0 M8 1 o
22,0 MB maltparser21934408592646428.tmp 22,0MB 220MB 1 0
22,0 MB maltparser22486199701984349.tmp 22,0MB 22,0 MB 1 0
22,0MB maltparser24060424098283122.tmp 22,0M8 22,0 MB 1 0
22,0 MB maltparser24297946102650104.tmp 22,0 M8 22,0 M8 1 o
22,0 MB maltparser26101432814892270.tmp 22,0 M8 22,0 MB 1 o
22,0 MB maltparser27839300223831614.tmp 22,0 M8 22,0 M8 1 0
22,0 MB maltparser28701550897659429.tmp 22,0 M8 22,0 MB 1 0
22,0 MB maltparser31201416587886301.tmp 22,0 M8 22,0 M8 1 0
22,0MB maltparser33104371023320397.tmp 22,0M8 22,0 M8 1 o
220 MB maltoarser36930540361041702.tmo 220MB 220MB 1 ]

Figure 6-15: Hard disk usage of the DKPro tool

Another Drawback of this tool is that it saturates the hard disk, which can lead to a program shutdown
when the partition is full (Figure 6-15). During the processing, many gigabytes of data are stored in the
temporary folder and must be deleted after each run. The program is interrupted if this folder is emptied
before it runs out.

Due to the constraints of the execution time and the hard drive's occupancy, it was not possible to
perform several runs after a new set of attributes has been added. The accuracy of 55.02% has been
achieved by only considering the list of the most frequent words in the URLs, the percentage of some
function words as attributes, and the percentage of the sentence types (Figure 6-16):

numberOfWords, numberOfSentence, percentDeclSent, percentinterSent, percentExclSent,
avgNumCharWord, avgNumWordSentence.

about, abstract, account, archiv, articl, biblio, blog, book, categori,
close, comment, content, copyright, default, description, detail, dialog, download, education, encyclop, english, fag,
forum, free, galleri, game, help, home, index, joke, kid, legal, log, librari, link, list, litterat, main, member, menu,
new, Organization, paper, person, poem, poetri, private, product, project, pub, public, quiz, reply, rule, search, port,
scientif, share, social, stori, stopic, subscribe, topic, tweet, url, user, wallpap.

nn, expl, csubjpass, remod, predet, cop, aux, conj, num, preconj, dep, xcomp, appos, advimod, neg,
number, det, ccomp, partmod, possessive, rel, prep, advcl, punct, nsubj, iobj, cc, csubj, nsubjpass, auxpass, pcomp,
purpcl, parataxis, infmod, poss, amod, complm, pobj, prt, measure, acomp, quantmod, tmod, abbrev, dobj, mark.

Figure 6-16: the function words attributes obtain from the corpus using the DKPro tool.

If these attributes are supplemented with other text characteristics such as the frequency of certain
named entities (Miscellaneous, Time, Date, Percent, Money, Organization, Location, Person) per file, the
nature of the neighbor web page (page referenced in the file), the percentage of external links and all
other features (text, URL and text) presented above, a better accuracy than what has been obtained so
far using the STWV filter can be reached.

6.4.3 Document Genre Classification on Others Datasets
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Others datasets from WEKA and on the internet have been carried out, to test the performances of the
used configurations on others datasets:

ReutersCorn 2°(WEKA dataset): 2234 attributes, 2 classes, 98.51% accuracy.
ReutersGrain 2!(WEKA dataset): 1485attributes, 2 classes, 98% accuracy.

SMS?? (Almeida, Hidalgo, & Yamakami, 2011): 1385 attributes, 2 classes, 90% accuracy.
Oh10.mat?3: 3239 attributes, 10 classes, 74.85% accuracy.

C50 (M. Lichman, 2013): 10860 attributes, 50 classes, 78.24% accuracy.

The data Oh10.mat has the same number of classes as the core corpus with substantially the same number
of attributes; it nevertheless provides better results. The dataset C50 has 50 classes and 50 instances per
class. Despite the high number of classes, the accuracy is better than on the core corpus. These
experiments show that with a high number of classes, one can always obtain a good accuracy and that
the dataset (HTML.arff) generated from the corpus is difficult to train.

20 http://www.cs.waikato.ac.nz/ml/weka/datasets.html

21 http://www.cs.waikato.ac.nz/ml/weka/datasets.html

2 http://www.dt.fee.unicamp.br/~tiago/smsspamcollection/

% http://tunedit.org/repo/Data/Text-wc
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6.5 Classification of Newly Downloaded Web Page

After new web pages have been downloaded with the Bing API, they must be classified into the
corresponding document genres. The first step is to train several classifiers on the corpus in order to
select the best. Above, it has been shown that SVM works better on the corpus and that some default
parameters of the StringToWordVector filter need to be modified. These configurations have been used
to classify the new files. The second step is to classify newly downloaded HTML files. Several challenges
are to be overcome at this level:

The class attribute in the test set and the training set should be identical. This can be done by creating a
similar folder hierarchy for the test set and the training set.

Auto @relation HIML
~ = HTML
(= article 3 @attribute text string
- dialogues 4 @attribute class-Html {article,dialogues,education,gncvcloredic-long, encyslopedic-shor
education
(= encyclopedic-long 6 @data
(= encyclopedic-short
(= forum-post 8 '<!DOCTYPE HTML PUBLIC \"-//W3C//DID HTML 4.01 Transitional//EN\" \"hcttp://www.w3.or
(= organization '<!DOCTYPE html PUBLIC \"-//W3C//DID XHIML 1.0 Transitional//EN\"™ \"http://www.w3.orqg/
= scientific 10 '<!DOCTYPE html>\n<html lang=\"en\" class=\"webkit chrome cursor\">\n<head>\n\n\n<scri
v (= social-media
[E] DO1TO17.htmi (a): Structure of the training set and the corresponding generated ARFF file
|=] DO1TO28.html
[Z] DO1T0610.htmi il
[£] DO1TO21.html v i
[Z] DO1T175.html (=] 1.html
[£] DO2T147.html ~ 10
[£] DO2T247.html v & 10
[£] D02T269.html & 10.htm!
[£] D02T383.html v B
[E] DO3TO63.html ve?2
[£] DO3T352.html & 2.html
= twitter v i3
= Manual (b): Structure a test instance and the corresponding generated ARFF file v 3
=] 3.html
~ 4
@relation Test_1 v =4
2 4.html
@attribute text string - -
@attribute class-Html {1} - .
~ Iy
@data (= 7.html
v =8
'<!DOCTYPE htmlxshuml. class=\"client-nois\" lang=\"en\" dir=\"lcr\"><head><meta charset=\"T v =8
=] 8.html

Figure 6-17: Classification of new instances

Weka generates the class attribute by considering all the folder names in the grandparent folder (Figure
6-17(a)). This implies that the downloaded files must be classified into folders of the same hierarchy as
in Figure 6-17(a). Each newly downloaded file has been classified separately. This implies that an ARFF
file is to be generated for each downloaded HTML file. This can be achieved if each file is structured like
in Figure 6-17(b) to enable generating the test instance though the Java class TextDirectoryLoader. The
problem with the structure in Figure 6-17(b) is that the generate ARFF file will contain only one value
for the class attribute (@attribute class-Html {1})). It is possible to modify the attribute class of an ARFF
file within a Java program by wusing the method Weka.core.Instance.insertAttributesAt
(trainingSet.classAttribute (), instance.numAttributes ()). Each test instance attribute class has been
replaced by this way by the attributes class of the training set (@attribute class-Html {article, dialogues,
education, encyclopedic-long, encyclopedic-short, forum-post, organization, scientific, social-media,
twitter}). Another problem is that a test instance has new attributes than those present in the training
set. This can be solved by using a filtered classifier.

When requesting 10 URLs for each information nugget
Figure 6-18(a) shows the class distribution of the new instances after classification. As mentioned earlier,

a web page can be downloaded many times for example if it is retrieved by different information nuggets.
The colored files in Figure 6-18 (b) are the same file. The line “D01T01\Output\1\4.html encyclopedic-
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long” can be interpreted as: to the information nugget 1 has been assigning the file 4.html which has
been classified as encyclopedic-long. This information nugget has been extracted from the summary file
of the topic 1 (T01) of the domain 1 (DO1).

DO1T01\Output\1\10.html  scientific article 2386

DO1TO1\Output\1\2html scientific dialogues 7 Total
D01701\Output\1\3.htmi article education 4 3500

D01T01\Output\1\4.html encyclopedic-long encyclopedic-long 3295 3:3

D01T01\Output\1\7.ntml  scientific encyclopedic-short 192 000

DO01T01\Output\1\8.html scientific forum-post 213 1500

DO01T01\Output\10\1.html  encyclopedic-long organization 186 3;; I

DO01T01\Output\10\10.htm! article scientific 3198 Y - - - - -
DO1TO1\Output\10\2.htm|  scientific social-media 172 & F & &S A S
D01T01\Output\10\3.ntml  encyclopedic-long twitter 5 I & & g
DO01T01\Output\10\4.html  scientific (vide)

D01T01\Output\10\5.html  article Total général 9722

(a) Class distribution of the downloaded files (many files are redundant)

D01T01\Output\8\2.html organization article 161

D01T01\Output\15\9.html forum-post dialogues 4 Total
DO1TO1\Output\7\9.html  article education 1 250

D01T01\Output\15\8.html scientific encyclopedic-long 143 20

D01T01\Output\20\7.html organization encyclopedic-short 16 150

DO1T01\Output\5\8.html article forum-post 13 100

D01T02\Output\11\6.html encyclopedic-short  organization 21 50

D01T02\Output\9\10.html encyclopedic-long scientific 227 0 - - - -
D01T02\Output\8\7.html encyclopedic-long  social-media 11 & & o o & 8
D01702\Output\9\9.html encyclopedic-long  (vide) N y“\c Qb* \C-P“N & &
D01T02\0utput\11\7.html encyclopedic-long  Total général 597 & ¢

NATANAutntl14a html  ancurlanadiclana

(b) Class distribution after selecting one file per information nugget.

Figure 6-18: Document genre distribution of the downloaded web page

As one can see, there is a large number of documents belonging to the article, scientific, and encyclopedic-
long classes. Dialogue and twitter classes appear very rarely. For instance, only four occurrences of the
dialogue class (with the possibility that the same file is duplicated ~downloaded from different nuggets)
are presents in Figure 6-18. In conclusion, for many topics, dedicated twitter web pages and dialogue
web pages are very rare, or if they exist, then they may have a low ranking (they do not appear in the
first requested URLSs).

After selecting for each information nugget a unique HTML file, the distribution in Figure 6-18(b) is
obtained. One can remark that there is no file for the Twitter class and only one file for the class dialogue.

The files assignment to the information nuggets has been implemented using a chained hash table as
shown in Figure 6-19: the documents genres are sorted in ascending order of their appearance in the
corpus (e.g. G2-G3-G5-G4-G1). There are five nuggets (N1... N5) and 5 documents genres (G1... G5).
The process starts by looking for the document genre with the lowest occurrence (G2), it is found in the
node N1. To the information nugget whose node corresponds to N1 is assigned a file of class G2 N1(G2).
The node N1 is deleted from the chained hash table, and the search continues by the next document
genre with the lowest occurrence G3. It cannot be found because the node N1 has already been deleted
(Maximum a page must be assigned to an information nugget that is the reason a node must be deleted
after a file in its chain has been selected). This explains the absence of the twitter class in Figure 6-19(b)).
As conclusion, there will be no files with the document genre G3 for this topic. The search follows
respectively with the document genres G5, G4, and G1 and the following results N2(G5), N3(G4) and
N5(G1) are got. Nx(Gy) means that to the information nugget whose node correspond to Nx, is assigned
a file whose the document genre is Gy.
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Figure 6-19: Process of file selection for each information nugget

At this point, the hash table only contains the Node N4. After searching for a file of document genre G1,
the process continues again with the document genre G2 (because of the priority list G2-G3-G5-G4-G1).
The search will fail for the genres G2 and G3 (the node N4 contains only two files of the genres G4 and
G5) but will find a file of the document genre G5. If this file is different from the one found at the node
N2 (different URL), the assignment N4(G5) is obtained. Else, the search continues with the next
document genre G4 (G2-G3-G5-G4-G1). The search will return a file that is compared to the one found
in the node N3. If there are the same (same URL), then no file is assigned to the information nugget
whose key is N4.

This scenario clearly explains:

e why there is no file for the class Twitter in Figure 6-19,

e why to some nuggets are not assigned a file

e why to more than a file can be assigned the same document genre (each file retrieved with a
different information nugget).

Figure 6-20 shows the repartition of the downloaded files after automatically selecting the files for each
information nugget. There are in average 7 file spreads in about 3 documents document for each topic.
The graphic (Figure 6-20) also shows that a maximum of 10 web pages per topic has been reached. A
short information nuggets list for a given summary involves that few files are downloaded for the
corresponding topic. Some documents type are rare among the downloaded files; by increasing the
number of requested URL (perhaps 30 instead of 10) the number of document genres, as well as the
number of the files downloaded per topic, may increase.
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#files (7.64) and genres (3.16) per topic
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Figure 6-20: Repartition of document genres per topic with 10 URLs requested per Information nuggets

When requesting 30 URLs for each Information nugget

The same experiments have been further performed on 61 topics (30 topics from domain 1, 30 topics
from domain 2, and 7 topics from domain 3). A Bing Web search parameter has been changed to request
40 URLs for each information nuggets. More than 21,000 files have been downloaded and classified. It
has been remarked that it can only return a maximum of 33 URLs per request. After selecting a unique
file for each information nugget, this new corpus contains 818 files (For 67 topics). As in the first
experiments, to some nuggets has been not assigned any web page.

tfiles (12.34) and genres (4.15) per topic

20

IS

— ] — ]

Figure 6-21: Repartition of document genres per topic with 30 URLs requested per Information nuggets
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Figure 6-21 shows the achieved results when requesting 33 URLs for each information nugget. The
number of files per topic increases and an average 12 files per topic has been achieved. These files are
distributed in 4 documents genre in average per topic. The files of the Twitter class are absent, and those
of the education class remain rare (Figure 6-22 (a)). Surely, the twitter conversations about the chosen
domain are rare. Figure 6-22 (b)-(c) presents the repartition of the document genres of the first five
topics. The topics DO1T01, DO1T02, D0O1T03, DO1T04, and DO1TO5 contain respectively 13, 14, 10, 9,
and 16 files and are classified respectively into 6, 3, 5, 4, and 3 documents genres.

Folder DO1TO1 T

Folder + Folder DO1T02 ||
Nombre de Folder Foicer Y Foider ¥
300 276 migeyie Eoideg ! Nombre de Folder
- 35 T
-
50 226 Genre ,
197 u article Genre = 6
200 u dialogues 25 nanice s
{
150 w education : eI ¢ o ’
wencydopedic-short
0 u encyclopedic-long 15 R 3 mencyclopedic-long
- ]
m encyclopedic-short 1 © . 2 asdentific
wsdientific
T .
50 2, 32 19 15 W forum-post 05 I nsocabmedia !
. = Al ml - = organizaion 0 0
Total Toal Toal
(a) ) (c)
= - =
Folder D01T03 T Folder DO1TO4 il Folder DO1T05 T
Folder JY Folder Y Folder Y
Nombre de Folder Nombre de Folder Nombre de Folder
35 45 8
3 [t 7
25 Genre ¥ 35 6
, manticle 3 Genee bt 5 Genre -
mencyclopediclong 25 wartice B martide
Jopedic-H
15 mforum-post 2 B encyciopedi-iong 3 mencyclopedic-long
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Figure 6-22: Some distribution of document genres per topic

44



7 Some Results: Example of the World Trade Center Topic
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Figure 7-1: Example of a social media web page for the topic DO1TO01

This web page is good classified because it corresponds to the description given for the social media web
pages (social media, e.g. Facebook, google+)

oox/Java/workspace/CorpusGen/English/D01T01/Output/8/2.htm! ¢ Q sucher wBa 3 A#

OHelp @NewYorkCity

New York's Box Office Prefer to Call? 1.888.VISIT.NY

nycCcom

broadway. concerts. sports. hotels. tours. attractions. restaurants. shopping. nightlife. best of. more.

Ticket Calendar
ey Broadway

The Harlem
Globetrotters

Today

UniverSoul Circus
DO1T01\Output\20\9.html social-media

DO01T01\Output\15\9.html forum-post

DO01T01\Output\7\9.html  article
DO1T01\Output\15\8.html scientific

Figure 7-2: Example of an organization web page for the topic DO1T01

This web page is also good classified because it contains announcements as described for the
organization genre (organization, e.g. announcements (company, NHL, ...), press releases, and other
texts which have been written with the purpose of advertisement, also including commercial

descriptions, e.g. for a book or a picture)
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7 World Trade Ctr Edit

New York, NY 10007

Financial District

Get Directions

© Cortiandt St and 2 more stations \ [ij Photo of 7 World Trade Center
Park - New York, NY, United States

Send to your Phone

“| visited the twin towers before 9/11 and my heart still goes out to the victims directly
@l (and indirectly) impacted by the Attacks on America. €2 in 3 reviews Edit business info
z . Work here? Claim this business
“However it makes up for it by its proximity to Ground Zero and an amazing sculpture DO1T01\Output\20\9.html social-media
by Jeff Koons called "Balloon Flower". €2 in 3 reviews Hours DO1T01\Output\8\2.html  organization
Add business hy -
ssematadeyaild DO1TO1\Output\7\9.html  article

_m “My soul mourned knowing the tragedy that occurred at this site in 2001 and my heart D01T01\Output\15\8.html scientific

Figure 7-3: Example of a forum post web page for the topic DO1TO01

This web page is also good classified then it contains comments as specified for the forum genre: (forum
post, e.g. blog/forum post (e.g., Reddit,), question answering site (e.g. quora, StackOverflow), youtube

comments (low quality due to missing context))

1) filey///D:/Dropbox/Java/workspace/CorpusGen/English/D01T01/Output/7/9.tml

¢ OVERVIEW

o Getting Here
¢ Office Buildings

 Home to Leaders in Every Industry
¢ History & Timeline

OVERVIEW

The world’s most closely watched urban renewal project, the World Trade Center links Tribeca to the Financial District, and brims with innovative architecture, renow
spaces. This is a neighborhood reborn, pulsing with energy 24/7/365, and offering a vibrant, street-level experience that thoughtfully integrates the built environment 1

OVERVIEW

The world’s most closely watched urban renewal project, the World Trade Center links Tribeca to the Financial District, and brims with innovative architecture, renow
spaces. This is a neighborhood rebom, pulsing with energy 24/7/365, and offering a vibrant, street-level experience that thoughtfully integrates the built environment 1

.
Getting Here
DO01T01\Output\20\9.html social-media

The World Trade Center features direct, weather-protected access to 11 subways & PATH trains, and most of the City’s bus and ferry lines. The stunn D01T01\Output\8\2.html  organization
DO01T01\Output\15\9.html forum-post

Santiago Calatrava — is a soaring gateway that makes a grand entrance to an all new City. Together with the new MTA Fulton Transit Center, coming
having Grand Central, Times Square and Penn Station all in one place. DOITO1\Output\15\8.html scientific

Figure 7-4: Example of an article web page for the topic DO1TO01

Since this page is a high-quality blog, it is well classified as an article (article, e.g. news/high quality
(blog) article (e.g. bbc.com, spiegel.de, etc.)
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hittps://www silversteinproperties.com € Qsuchen e ¥ O ¢

CONTACT ~ FACEBOOK INSTAGRAM TWITTER LINKEDIN

ABOUT  OFFICESPACE ~ LUXURYCONDOS  RENTAL APARTMENTS  HOTELS MEDIA AVAILABILITIES

PR |

) 4B D01T01\Output\20\9.html social-media
'__1 . . Y . I % D01701\Output\8\2.html  organization
DO01T01\Output\15\9.html forum-post

FOUR SEASONS HOTELS AND RESORTS
D01T01\Output\7\9.html  article

FOUR SEASONS NEW YORK DOWNTOWN OPENS

Figure 7-5: Example of a scientific web page for the topic D01T01

This web page does not contain any of the specified characteristics for a scientific article (scientific, e.g.
scientific articles (containing citations and a bibliography), book reviews). It should be classified as an
organization because it presents the Silverstein properties (Larry Silverstein is the architect of the World
Trade Center).

47



8 How to Run the Developed Tool

To run this tool, just care about following points:

e The path to the corpus must be like “../hMDS/English” case sensitive.

e The file containing the summaries title “topics.txt” must be in the root of the English directory.
You must apply for a Bing Search key?4, then go to the dke.classification.Web pageearch.java class and
search for the method bingSearch(). Update the instruction request.setHeader (“ocp-Apim-Subscription-
Key, “YOUR-API-KEY”) with your API Key and then uncomment the call to the bingSearch method

(located in the processNamedEntityFile method of the same class).

Architecture Eclipse-Implementation

(= CorpusGen v [ CorpusGen v (= English (= English
v (B src @ sre (= DO1T04 (= Genre
v § dkeclassification B JRE System Library [JavaSE it ggggg Ve ‘ ‘_Jt:mde

M) InnanceclassificatuonJav@ B Refer.e‘nced Libraries 2 b Ot ;» dialogues
1) Pa(kage-me-J!\@ : v (5 classifiers ~ [5) NamedEntities.txt | (= education
U] SelectOneHtmlFilePerNugget java B english.all class.distsim e ser. gz [) NE_POS.txt ‘ > encyclopedic-long
1)) WebpagesSearchyjava english.all 3class.distsim.prop () nuggets.bt (& encyclopedic-short
+J] WekaFileGeneration java E english.conll dclass.distsim, rf.ser.gz [5) PosEntities.txt (= forum-post

# dke.document.type

english.conll 4class.distsim.prop

o

[2] summary.tt ]

organization

# ¢ DO1TO07 (= scientific
i :::::::\y EEng|i5h-mu<-7c|ass.dists?m.crf.sev,gz v @ Outpit v (& socialmedia
T — engI|sh.muF,YFIass.dlstSlm.pfop &1 ) DOITOTAT.bc
N —— gexample.serlahzed.ntc.ncc,ser.gz v 10 [5) DO1T02A8.txt
i) Nuggetsextractor; example.serialized.ncc.prop ] Q tardf 7 ) DO1T06A10.6t
+J] NuggetsMerging,j CSV Analvses in Excel [ 1.html # @ [5) DO1TO8AT.txt
] package-infojava » o 4 BRI [ DOIT17A5.6¢t
9] TagTextjava Al © 10.arff [E) Do2T14A7¢t -
# dkeutils & English [2 10.html [B) Do2T24A7.0¢t
(= Genre [ 1064 [2) D02T26A9.6¢
@ lib Q 2arf [) D02T38A3.6¢t
v [ taggers [z 2html [2) D03T06A3.¢t
english-bidirectional-distsim.tagger & 26¢ I8 D03T33A2.0 |
engIish-bidirectional-distsim.tagger.pro;1 g 3¢ W twitter
. N [ 4t HTML
english-left3words-distsim.tagger @ B st o MaiiEl
english-left3words-distsim.tagger.props J Q 6.arff > @ article
€ Html.arff ‘L ) 6.html (= dialogues
Html.model L) 66 (= education
tanice bt -I Q 7arff (> encyclopedic-long

Figure 8-1: Workspace description

e 1&2 are code source organized in packages. The main class is located in dke.main package and
can be call through the command line or eclipse. The absolute path to the corpus is given as
parameter and must end with “/hMDS/English” (case sensitive).

o The dke.nuggets package (2) contains three independent classes corresponding to the three
approaches evaluated for the nuggets extraction. The deletion of a class does not have an impact

on the others.

24

https://www.microsoft.com/cognitive-services/en-us/bing-web-search-api.
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Three Named-Entity classifiers (3) from the Standford web page have been downloaded and
used. They are able to recognize following entities type in a text: person, location, organization,
time, date, money, percent and miscellaneous. The example.serialized.ncc.ncc.ser.gz contain the
three others classifiers.

The taggers folder (4) contains two classifiers for the Part of Speech tags (PoS) extraction.

Generated ARFF file from the HTML files available in the corpus (5). Afterward, the SVM
classifier is trained, and the model is saved into Html.model. This model is further used to classify
new instances.

The topics.txt file is provided with the corpus and contains the list of all the summary titles in
the corpus. Its name is case sensitive, and it should be located in the root of the English directory
(../hDMS/English).

The summary.txt and the nuggets.txt file (6) are provided with the corpus. The PosEntities.txt
contains a compound-PoS list. The POS lists have been built by observing how the information
nuggets in the manually extracted list are built. The NamedEntities.txt file contains the available
Name-Entities from the summary file. The NE_POS.txt file is a copy of the NamedEntities.txt file
when it contains more than t elements (t is a threshold) and is a copy of the PosEntities.txt file
in the other case (this corresponds to the proposed solution in 4.2.5). If more than nine nuggets
per summary file have to be provided, then just set the parameter t = 9 in the program code.
The PosEntities file always contains more elements than the NamedEntities file. The maximum
number of nuggets par file was limited by twenty. The precision and recall were performed by
comparing the three generated files to the nuggets file.

The Bing Web Search API has been used to retrieve web pages from the information nuggets.
The search is done by giving an information nugget and the corresponding summary title as a
parameter in order to become topic related web pages. For each web page, its URL and its title
have been extracted and saved in the text files (7). Then the HTML files have been downloaded
from the URLs. Many features of these HTML files have been exploited to build to build the ARFF
files. This ARFF is considered as a new instance and is classified using the Html.model that has
been previously generated. The class genres are then written in the TXT files after the
classifications. This corresponds to the solution in 6.2. At the end of this process, each text file
contains an URL, the document title, the nugget used, and the assigned class.

To be able to evaluate the corpus using WEKA classifiers, the files have to be reorganized as in
(8). There is a directory of the HTML files, a directory for the manual extraction of visible texts,
and a directory for the automatic extraction of visible texts. Each of these directories contains
ten folders renamed by the document genres in which, the files have been classified (described
in 5.1).
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9 Conclusion and Future Work

In this thesis, the automatic creation of a corpus for the heterogeneous Multi-document summarization
tasks has been evaluated. This work is based on the model proposed by (Zopf et al., 2016) and consists
of three phases: extraction of information nuggets, retrieval of web pages, and classification of the
downloaded files.

The first phase consists of the automatic extraction of information nuggets, the Part of Speech and the
Named Entities have been used for this purpose. The best result has been obtained using the named
entities (Precision: 58.47 %, Recall = 72.57 % and F-Measure = 64.76 %.). These percentages are
normally higher because the automatically extracted lists have been compared to that manually
extracted and these manually extracted lists are incomplete because they should contain at most 20
information nuggets.

The second phase consisted of downloading related web pages to the given topics that contain these
information nuggets. The Bing Web Search API has been used for this purpose.

The last phase consisted of classifying the downloaded web pages into the 10 different genres that the
corpus has. To do this, classifiers have been trained on the datasets supplied with the corpus (saved web
pages, the text versions obtained by manual extraction and another version obtained by automatically
extracting the visible content from the HTML pages). After training with six classifiers (NaiveBayes,
Logistic, SVM, NBK, JRip, and J48), the best performance is achieved when using the SVM classifier on
the HTML file type.

The achieved accuracy is 61.59 %, which is lower than on other datasets such as Reuter or C50
(paragraph 6.4.3). This led us to consider another classification approach, which consisted of considering
the text features, the URL features, and structure of HTML files to generate the attributes. Some of these
features have been used and not any improvement have been observed. However, if others characteristics
are added as for example taking into account the nature of the linked web pages, then this accuracy may
be improved.

The corpus has also been analyzed to find some causes of the misclassification. It is noticed that some
downloaded web pages were empty, that many short documents had been manually classified in the
encyclopedic-long class, which does not make easy for the classifiers to separate the encyclopedic-long
and encyclopedic-short classes by their size. Another remark is that the twitter web pages often contain
others languages outside the English language. In addition to these remarks, the files of different
document genres have been compared pairwise to discern those that are easily distinctive. The results
revealed that some of them are hardly separable as for example the article genre to the organization
genre or the Encyclopedic-long genre to the education genre. However, the Twitter and social media
genres are easily differentiable from the rest of the genres in the pairwise tests. This analysis showed us
that some files could belong to several documents genres at the same time. This is the case of many files
that have been misclassified as an article, which caused this average accuracy.

After classifying the new files, an evaluation gave 90% of the downloaded HTMP web pages belong to
the scientific, article, and encyclopedic-long documents genres. The remaining 7 document genres are
represented in 10% of the downloaded files. This leads to the conclusion that the topics of the domain
of Art, Architecture, Archaeology, History, Law, Politics, and Government, are mostly written in the
documents genres scientific, article, and encyclopedic (long). A manual search of the documents makes
it possible to have more diversity in the genre than an automatic search because one can search a file of
a specific genre in the following pages returned by a search engine. The first 33 pages retrieved by the
search engine for each nugget have been considered. After the classification, in average 12 files have
been downloaded for each topic and they were distributed into 4 different documents genres.
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All in all, the process described by (Zopf et al., 2016) can be automated. Some documents genres for the
chosen domains are rare. Nevertheless, a heterogeneous corpus with an average of 4 genres per topic
has been created.

In a later work, the ClauslIE tool can be used in combination with a good co-reference resolution tool to
filter the list of the automatically retrieved information nuggets as explained in paragraph 4. The
accuracy of the classifiers would be performed by considering the neighborhood of the web pages
(Parent, child, sibling, and Spouse) and some others text, URL, and HTML features by the classification
to improve the accuracy of the algorithms. The classification based on the Jensen-Shannon (JS)
divergence has not been explored. It could make an improvement on other types of files (The texts files
obtaining by extracting the contents of HTML pages). Another question is how to get more files of rare
documents genres in the results of search engines?
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